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The detection and identification of some types of faults in PV systems is often difficult, 

because it is not possible to distinguish the noise coming from external factors and the 

influence of some faults on the parameters generated by PV systems. Until today, scientific 

works have focused more on the detection and identification of faults affecting a PV 

system. These works are focused on the application of different sophisticated and 

unsophisticated techniques. Therefore, the possibility of obtaining significant information 

about faults requires the development of more advanced techniques. The presented work 

consists of studying the influence of defects on the behavior of a photovoltaic system. In 

the first part, the work aims to present a signal processing technique based on the analysis 

of structured residual. In the first step of this part, the generated currents by the GPV are 

presented with the three operating modes: healthy, shading fault and progressive resistance 

fault, in the second step, the prediction errors of the current vectors from the three 

operating scenarios of the GPV are calculated. The evaluation of the developed approach, 

shows the efficiency and the identification precision of this method. In the second part, a 

technique based on the SEA method (Shape exchange algorithm) is presented whose 

diagnostic indicators were calculated, these indicators were classified according to their 

degree of criticality into three main categories. The obtained results show the effectiveness 

of this technique and the possibility of further increasing the detection and identification 

performance of faults in the PV system. 
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1. INTRODUCTION

In recent years, and thanks to various factors such as the 

reduction of production costs and supporting policies, the solar 

energy market has experienced a very considerable growth in 

the world. Like any physical process, the photovoltaic (PV) 

system is subjected to different constraints during its operation 

which lead to a reduction in yield, and so, a drop in the 

performance of the PV system [1].  

Therefore, it is essential to put a clear policy to detect and 

locate faults in a photovoltaic installation. A study proposed in 

the study [2], this study is summarized in four steps. In the first 

step, the authors used a real database to model the photovoltaic 

installation, it is followed by a stage for introducing healthy 

and faulty operating scenarios and the analysis of the relative 

modifications on the I-V characteristic. In the third step, the 

authors evaluated the effects of faults on significant 

photovoltaic system parameters. In the last step, a proposed of 

several fault signature tables was made to evaluate the faults 

effect in the photovoltaic system. Another study developed in 

the study [3], the author proposes a diagnostic method based 

on parameters that can be easily calculated from the I-V 

characteristic, the application of the fuzzy logic technique 

allows the evaluation of this diagnostic method. A technique 

has been developed in the study [4], whose author proposed a 

method for monitoring and diagnosing faults in real time in 

photovoltaic systems, this method is based on a comparison 

between the performances of a defective photovoltaic module 

with its specific model. The authors [5] have proposed an 

approach for the detection and analysis of defects based on the 

vibration ultrasonic waves analysis. A technique proposed in 

the study [6] based on determining the number of PV modules 

that are short-circuited or open-circuited in a single PV string. 

The authors [7] proposed a diagnostic procedure based on the 

study of parameters variation in particular (𝐼𝑚𝑝𝑝 , 𝑉𝑚𝑝𝑝, 𝑃𝑚𝑝𝑝).

A new technique proposed in the study [8] for the detection 

of the number of faulty PV modules, this technique is based 

on the extension theory. Another approach based on neural 

network (ANN) proposed in the study [9]. The authors [10] 

propose a technique based on three tools for the performance 

of the diagnosis tool. Another approach for the monitoring and 

diagnosis of some types of faults caused by snowfall, this 

approach is based on the use of climate data provided by 

satellite [11]. There are also some diagnosis methods that use 

very sophisticated procedures such as (infrared thermography) 

[12]. Another monitoring and diagnostic method proposed in 

the study [13, 14] based on the evaluation of power losses in 

the PV generator. The authors [15] presented a technique 

based on earth capacitance measurement to locate 

disconnected PV modules. An approach based on the Fourier 

series was used for the detection of the arc fault and to make 

the difference between a series or parallel PV module [16]. 

The authors [17] propose a diagnosis method based on the 

extension theory for the detection of faulty PV modules in the 

different groups. Another diagnosis method based on fuzzy 

logic proposed in study [18]. The authors [19] presented a fault 
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detection algorithm based on robust statistics for locating 

failed PV modules. There are several algorithms based on the 

comparison between modeled and measured PV modules for 

faults identification [6]. An approach based on parametric 

models and meteorological conditions used for the prediction 

of the power produced by the PV panel [20]. Several research 

works propose circuit models for estimating the power 

produced by PV modules [21-23]. Currently, a new generation 

of fault diagnosis methods based on the measurement of the 

partial or total I-V characteristic [24], several research works 

suggested diagnosis techniques based on the analysis of the I-

V characteristic in order to obtain better results [25, 26]. 

The state of the art has shown that many works have focused 

only on the effect of the various faults on the extracted power 

by the PV generator, the results of these works are limited to 

show the nature of defects that affect the PV system.  

The presented work in this paper is divided into two parts. 

In the first part a new approach for faults diagnosis in PV 

generators based on the analysis of structured residual is 

proposed [27], this approach makes it possible to reliably 

detect and identify the various faults in the PV system. In the 

second part a new diagnostic technique SEA (Shape exchange 

algorithm) [28] based on the sensitivity analysis of the 

diagnostic indicators is proposed, this technique also allowed 

us to further increase the reliability of the fault detection and 

identification operation. The validation of the two approaches 

was carried out on a real database with two completely 

different types of defects (shading and connection resistance 

defect), the obtained results are very promising. 

2. FAULTS IN THE PV GENERATOR

A defect in a PV system is any accidental modification 

which affect their normal operation. These defects that can be 

occurred during its manufacture, its installation or during its 

operation, these latter cause a drop in yield and sometimes the 

total stopping of PV production [29].  

This work presents the most two defects affecting the PV 

system, which are shading and connection resistance fault, the 

different operating modes of the chosen photovoltaic system 

are listed in Table 1. 

Table 1. Operating mode of the PV generator 

PVG states 
Number 

of test 
Causes and effects 

Healthy state 1529 Optimal operation of the PV 

system 

Shading defect 657 Causes a low generated voltage 

and low power 

Connection 

resistance 

defect 
124 

Degradation of interconnections, 

Crack, Corrosion of connections 

between cells, defects related to 

the problem of the increase in 

the connection resistance 

between two PV modules. 

Total 2310 

In the rest of the work, the following notations are used to 

designate the different operating scenarios of the PV generator, 

Healthy state (h), shading fault (S) and connection resistance 

fault (R). 

3. DESCRIPTION OF THE STUDIED SYSTEM

A test bench was created to realize the different fault 

scenarios or the operating modes of the PV generator (Table 

1). The used photovoltaic system consists of a PV string, a 

string is made up of three poly- crystalain PV panels (CLS-

220P from CHINALIGHT Solar) connected in series, which is 

characterized by: STC Power Rating Pmp=220(W), Open 

Circuit Voltage Voc=36.8(V), Short Circuit Current Isc=8.24 

(A), Voltage at Maximim Power Vmp=28.9(V), Current at 

Maximim Power Imp=7.61(A), Panel Efficiency 13.4%, Fill 

Factor 72.6%, Power Tolerance -1.00% ~ 1.00%, Maximum 

System Voltage Vmax 1000(V) [2]. 

4. PV CELL MODEL

The PV cell model presented in Figure 1 is characterized by 

five parameters; 𝐼𝑝ℎ(𝐴) (photo- generated current).  

𝑅𝑠ℎ 𝑜ℎ𝑚(𝑜ℎ𝑚𝑠)  (shunt resistance), 𝑅𝑠(𝑜ℎ𝑚𝑠) (series 

resistance), 𝐼0 (A) (saturation current) and a (diode ideality

factor), thermal module voltage (  𝑉𝑡𝑒 = 𝑇. 𝑁𝑠.
𝑘𝑏

𝑞
 (𝑉) ), cell

temperature (T), electron charge (𝑞 = 1.602 10−19𝐶) .

Boltzman constant ( 𝑘𝑏 = 1.381 10−23𝐽/𝐾) , solar cell

number in series (𝑁𝑠 ), are known parameters, the relation

between current I and voltage V is explained by Eq. (1) [2]. 

𝐼 = 𝐼𝑝ℎ − 𝐼0 × (𝑒𝑥𝑝 (
𝑉 − 𝐼 × 𝑅𝑠

𝑎 × 𝑉𝑡𝑒

) − 1)

−
𝑉 − 𝐼 × 𝑅𝑠

𝑅𝑠ℎ

(1) 

Figure 1. One diode model of PV cell 

5. PROPOSED METHOD

In this paper, an approach for detecting and identifying 

faults in the PV generator is proposed. This approach is carried 

out in two steps, a fault detection step and another for 

identification. 

The principle of fault detection is illustrated in the following 

schema. 

Figure 2. Detection principle 

In Figure 2, fault detection is based on the calculation of the 

prediction error between the current supplied by the PV 

318



generator in the healthy state and the faulty state, the following 

mathematical formulation expresses the method. 

𝑟(𝑡) = 𝑖𝑠(𝑡) − 𝑖𝑑(𝑡) (2) 

where, 𝑟(𝑡) is prediction error, 𝑖𝑠(𝑡) and  𝑖𝑑(𝑡) ; present

respectively the Current I (A) generated by the PV generator 

for healthy state and faulty state. 

The fault identification method proposed in this context is 

based on the analysis of the structured residual calculated from 

the difference between the prediction error of the recorded 

signal and the errors of the other signals, the schema of 

identification methodology is shown in Figure 3. 

Figure 3. Identification principle 

This can be reformulated mathematically by the following 

algorithm: 

{

𝑟1(𝑡) = 𝑖𝑒𝑛(𝑡) − 𝑖1(𝑡)

𝑟2(𝑡) = 𝑖𝑒𝑛(𝑡) − 𝑖2(𝑡)
… … … … …

𝑟𝑛(𝑡) = 𝑖𝑒𝑛(𝑡) − 𝑖𝑛(𝑡)

(3) 

where, 𝑖𝑒𝑛(𝑡); is the recorded current signal.

6. RESULTS ANALYSIS AND DISCUSSION

The residual method algorithm is implemented in the 

MATLAB 2018 environment, Figure 4 shows the currents 

generated by the PV generator in different operating modes. 

The first one shows the current in the healthy state with a test 

number of 1526, the second shows the shading defects with a 

657 test number, and the last curve shows the current in the 

case of connection resistance fault with a test number of 124 

(Table 1).  

Figure 4. The current generated by the PV generator in a 

different scenario 

The evolution of the three currents, clearly show that the 

generator operates under different conditions causing 

disturbances on the current generated by the PV system. 

Figures 5, 6 and 7 show the prediction residuals of the three 

operating modes of the PV generator compared to a recorded 

operating mode.  

Figure 5. Identification residual, case of recorded healthy 

operation 

Figure 6. Identification residual, case of recorded shading 

fault 

Figure 7. Identification residual, case of recorded 

connection resistance fault 

Defect identification is performed offline, based on the 

analysis of the residual r1, r2 and r3 resulting from the 
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comparison of the residuals obtained with the three operating 

modes, Figure 5 illustrates the identification residual in the 

healthy case of the PV system, the residual r1(t) is around 0 

while the residuals r2(t) and r3(t) are significantly disturbed. 

The Figure 6 shows the identification residual in the defect 

shading case , The residual r2(t) is around 0 while the residuals 

r1(t) and r3(t) vary significantly, finally Figure 7 shows the 

residual in the case of connection resistance fault, The residual 

r3(t) is around 0 while the residuals r1(t) and r2(t) vary 

significantly. The analysis of the three obtained residuals in 

each case is sufficient to identify the type of defect. The matrix 

below further explains the fault identification. 
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So to be able to detect and identify the presence of faults in 

the PV generator, we often consider the residual in the healthy 

state as a reference residual, the obtained residuals from the 

faulty signals lead to a better fault diagnosis. Therefore 

obtained results are very satisfactory for online detection and 

offline identification of the two types of faults, shading and 

connection resistance fault. 

To make the detection and identification operation even 

better, more reliable and efficient, this work proposes the 

identification residuals in the form of samples, by the use of 

the autocorrelation function and the partial autocorrelation 

function in the intervals or confidence limits, which allows us 

to have the situation of the samples regarding to the confidence 

intervals for the three operating modes of the PV generator.  

Autocorrelation is the linear dependence of a variable on 

itself at two times. For stationary processes, the 

autocorrelation between two observations depends only on the 

time difference, it is defined by: 

𝐶𝑜𝑣(𝑦𝑡 , 𝑦𝑡−ℎ) = 𝑦ℎ (4) 

The time difference h of the autocorrelation is given by: 

𝜌ℎ = 𝐶𝑜𝑟𝑟(𝑦𝑡 − 𝑦𝑡−ℎ) =
𝑦ℎ

𝑦0
(5) 

The denominator 𝑦0 is the covariance with delay 0, Partial

autocorrelation is the autocorrelation between 𝑦𝑡  and 𝑦𝑡−ℎ 
after removing any linear dependence on 𝑦1, 𝑦2, … 𝑦𝑡−ℎ + 1 .

Figures 8, 9 and 10 clearly show the identification residuals 

with a spectral representation, followed by the autocorrelation 

and the partial autocorrelation for each sample of the three 

operating modes of the PV generator. 

The obtained results show that, the healthy case contains a 

single spectrum corresponds to the fundamental with zero 

delay, the autocorrelation values of the samples lie within the 

confidence intervals. Therefore, it can be concluded that the 

residual in this case is a measurement noise (measurement 

error). In the cases of the tow defects it’s noted that in the 

fundamental spectrum with different frequency values are 

found, which corresponds to the effects of faults on the 

characteristics of the PV generator, but the autocorrelation 

values clearly exceed the confidence limits of the 

measurement noise. The PV generator didn’t take into account 

all the signal, therefore the residual consist of the signal plus 

the fault. 

Figure 8. Identification residual for healthy case; 

spectrum, autocorrelation, partial autocorrelation of samples 

Figure 9. Identification residual for shading; spectrum, 

autocorrelation, partial autocorrelation of samples 

Figure 10. Identification residual for resistance defect; 

spectrum, autocorrelation, partial autocorrelation of samples 

7. SENSITIVITY ANALYSIS FOR DIAGNOSIS

Sensitivity analysis in diagnosis field of photovoltaic 

systems is very necessary to better understand the influence of 

faults on the measured I-V characteristic behaviors, in 

particular the shading fault and connection resistance fault. To 

perform sensitivity analysis for diagnosis, a new method SEA 
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is applied, this method is based on the analysis of the variation 

degree of the diagnostic indicators caused by the I-V 

characteristic deformation in different areas due to the 

presence of the two defects mentioned above. Therefore the 

objective of this part of work is to know which parameters are 

the most sensitive to the appearance of each type of fault 

compared to the other parameters. The application of the SEA 

method allowed us to clearly determine among the eleven 

calculated parameters that which are the most sensitive to the 

shading fault or to connection resistance fault. We have 

classified the eleven parameters into three main categories, 

according to their degrees of criticality (high sensitivity, 

medium sensitivity and low sensitivity). 

8. CALCULATION THE DIAGNOSTIC INDICATORS

When both shading and resistance faults attack the PV 

module, they really cause a large deformation in the different 

areas of the I-V characteristic (Figure 10). 

Figure 11. The measured I-V characteristic with and 

without fault 

After the acquisition of the irradiance and the temperature, 

using electronic load allowed us to measure the current and 

voltage of the I-V characteristic for the three panels (Figure 

11). From the obtained database, it is chosen 105 

measurements of the I-V characteristic among 1529 for the 

healthy state, 105 measurements among 657 for shading defect, 

105 measurements among 124 measurements for the 

resistance fault. The chosen measurements meet the condition 

𝐺 ≥ 500 (𝑊/𝑚2)  which is close to the standard test

condition Gstc=1000 W/m² et Tstc=25℃. 

For each test, the measurement of the irradiance G, the 

temperature T and the measurement of current I and voltage V 

are recorded. The diagnostic indicators of Table 2 are 

calculated using the equations of each indicator, which are 

shown in Table 2, only six tests are chosen among 105 for just 

show the extracted diagnostic indicators.   

8.1 Equivalent thermal voltage 

The equivalent thermal voltage is very sensitive to the 

appearance of certain types of partial shading which have a 

major influence on the I-V characteristic, this impact due to 

the activation of the bypass diode and also the presence of 

inflection point: 

𝑉𝑡𝑒 =
(2𝑉𝑚𝑝𝑝 − 𝑉𝑜𝑐)(𝐼𝑠𝑐 − 𝐼𝑚𝑝𝑝)

𝐼𝑚𝑝𝑝 − (𝐼𝑠𝑐 − 𝐼𝑚𝑝𝑝)𝑙𝑛 (
𝐼𝑠𝑐 − 𝐼𝑚𝑝𝑝

𝐼𝑠𝑐
)

(6) 

where, Vmpp (V) is the voltage at the maximum power point 

Mpp, the Impp is the current at the point Mpp and Voc is the open 

circuit voltage (V) determined with Isc (A) from the I-V 

characteristic curve [3]. 

8.2 Maximum power point factor 

There are other types of shading that are uniform, this type 

of fault does not generate a significant mismatch able to 

activating the bypass diode and to be detected by the 𝑉𝑡𝑒(𝑉)

parameter, in this case the Mppf parameter is proposed which 

calculated based on the irradiance G(w/m2) measured by the 

installed sensor [3]. 

𝑀𝑝𝑝𝑓 =
𝐺

𝐺𝑠𝑡𝑐. 𝐼𝑚𝑝𝑝
(7) 

8.3 Fill factor 

This diagnostic indicator is very sensitive to detecting 

power losses causing the increase of series resistance of the 

three modules, the power loss is due to the existence of certain 

types of faults such as shading and connection resistance fault, 

the FF is also sensitive to the rapid variation of irradiance and 

temperature [3]. 

𝐹𝐹 =
𝐼𝑚𝑝𝑝. 𝑉𝑚𝑝𝑝

𝐼𝑠𝑐 . 𝑉𝑜𝑐

(8) 

8.4 Equivalent series resistance 

This parameter is sensitive to power losses, due to the 

increase in the equivalent series resistance caused by the 

appearance of various faults, 𝑅𝑠𝑒 (𝑜ℎ𝑚𝑠) is also less sensitive 

to rapid variations in irradiance [3]. 

𝑅𝑠𝑒 = −
𝑑𝑉

𝑑𝐼
|  𝐼 = 0.75𝐼𝑚𝑝𝑝 (9) 

8.5 The slope (𝑺𝑳𝒔𝒄) of I-V curve near Isc

In the area between Impp (A) and Isc(A) , the decrease in value 

of the parallel resistance leads to an increase in the resistance 

conductivity, which causes a significant deviation of the I-V 

characteristic and then the decrease of the Fill factor. The 

degradation in value of the parallel resistance is often caused 

by the appearance of certain types of faults such as shading 

fault and connection resistance fault [30].  

𝑆𝐿𝑠𝑐 =
𝐼. [𝑉𝑂𝐶 2⁄ ] − 𝐼𝑆𝐶

𝑉𝑂𝐶/2
(10) 

8.6 The slope (𝑺𝑳𝒐𝒄) of I-V curve near Voc

In the area between Vmpp(V) and Voc(V) the increase in value 

of equivalent series resistance causes a significant deviation of 

the I-V characteristic and then the decrease of the Fill factor, 

obviously the increase in the equivalent series resistance is due 

to the appearance of faults such as the random shading fault 

and the connection resistance fault [30].  
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Table 2. Calculated diagnostic indicators 

𝑆𝐿𝑜𝑐 =
2. 𝐼. [(𝑉𝑂𝐶 − 𝑉𝑀𝑃𝑃)/2]

𝑉𝑂𝐶 − 𝑉𝑀𝑃𝑃

(11) 

9. DESCRIPTION OF SEA METHOD

SEA method is a new approach developed by Boucheham 

[29]. This method has already been applied in the field of 

quasi-periodic time series and more specifically on 

electrocardiogram (ECG) signals for the identification of 

peoples. The principle of the proposed method is based on 

increasing the comparison performance between two time 

series from the exchange of signatures between the two time 

series to be compared. The advantage of the SEA method is 

that, neither requires alignment between the two time series 

nor a fixed size of the time series, it also doesn’t requires 

parameters for their implementation, so it is easy to be applied. 

The proposed SEA method is composed of two steps: 

Step 1: sorting the signatures: time series are often 

characterized by their magnitude and their time index, they are 

sampled always in the form of regular intervals. A time series 

𝑋 = (𝑥𝑖), 𝑖 = 1: 𝑁 can also be noted 𝑋 = (𝑥𝑖 , 𝑖), 𝑖 = 1: 𝑁  in
this notation i is the temporal index of the magnitude value 𝑥𝑖 .

So to sorting  (𝑥𝑖 , 𝑖), 𝑖 = 1: 𝑁 it is necessary to both ensure the

order in magnitude with the order of the temporal index. The 

obtained vectors is considered as signatures of the time series 

provided that it presents an overall description of the used 

database and that it is fixed compared with the original time 

series. It can be said that each signature is considered a 

characteristic of their corresponding time series. Therefore, the 

comparison performance between two the time series by using 

the signature of each time series can be increased. 

Step 2: shape exchange and comparison: our study of 

diagnosis and sensitivity of faults in PV systems requires the 

detection and identification of faults, however in step 1 

(sorting signature) doesn’t give us the possibility to detect the 

dissimilarity or defect between the two time series, for this 

reason a direct comparison (point by point) is proposed 

between the first time series X which represents the healthy 

state of the PV module and a second Y representing the faulty 

state of the PV module, this comparison is ensured by the 

exchange of signatures between the two time series, so that 

time series X will take the shape of time series Y from their 

signature and vice versa, we have reconstructed the two time 

series using their signatures. Reconstructing the two time 

series 𝑋𝑅𝐸𝐶and 𝑌𝑅𝐸𝐶will increase the comparison performance

for better fault identification and sensitivity analysis. 

9.1 SEA method algorithm 

The database is composed of eleven diagnostic parameters 

(Table 2) with a test number of 105 for the healthy state, 105 

test for shading fault, 105 test for resistive fault (connection 

resistance defect). The database is adapted with the SEA 

algorithm to increase the comparison performance between the 

diagnostic indicators without faults and the indicators in the 

presence of faults to ensure a better sensitivity analysis.  

𝑋 = (𝑉1…𝑁 , 𝑃1….𝑁), and 𝑌 = (𝑊1….𝑀, 𝑄1….𝑀) two time series

to be compared. For our study X represents the time series of 

the diagnostic parameter in the healthy state and Y represents 

the time series of the same diagnostic parameter but in the 

faulty state. 

𝑉1…𝑁  is the magnitude values of the time series X in the

healthy state;  

𝑃1….𝑁  is the time indexes corresponding to each value of the

magnitude X; 

𝑊1….𝑀  is the magnitude values of the time series Y in faulty

state; 

𝑄1….𝑀 is the time indexes corresponding to each value of the

magnitude Y. 

The SEA algorithm is composed of the following steps (we 

considered that: N=M both of time series have the same size): 

a. Sorting on Magnitude:

𝑋′ = (𝑆1, 𝑃′) S1= signature of X healthy state, P': time

indexes of S1  

𝑌′ = (𝑆2, 𝑄′)  S2 = signature of Y faulty state, Q': time

indexes of S2. 

In our study, each diagnostic parameter vector is considered 

as a time series, If we take as an example the diagnostic 

indicator 𝑉𝑜𝑐(𝑉)  without fault Table 2, this indicator is

rewritten in this form 𝑉𝑜𝑐(𝑉) = (99.85, 3) its signature is the

value of parameter 99.85 in volts and its temporal indexes is 

test number 3, the same way for 𝑉𝑜𝑐(𝑉) in faulty state.

b. Signature exchange:

𝑋′′ = (𝑆2, 𝑃′): X'' uses the magnitude of Y and time index

of X’; 

𝑌′′ = (𝑆1, 𝑄′): Y'' uses the magnitude of X and time index

of Y'. 

As noted, only the exchange of signatures has been made 

but the temporal indexes are maintained. 

c. Reconstruction and comparison:

𝑋𝑅𝐸𝐶 =Sort on temporal index(X''), reconstructed Time

series X; 

𝑌𝑅𝐸𝐶=Sort on temporal index(Y''), reconstructed Time series

Y. 

d. Calculation of PRD and Correlation:

We will consider X and Y the two vectors that represent the

diagnostic indicators to be compared, X the vector represents 

the healthy state indicator, Y vector represents the same 

indicator but in faulty state. For the purpose of comparing the 

two vectors, the PRD (percent root difference) and the 

Correlation criteria are used. 

Test T(℃) G(w/m2) Voc(V) Isc(A) Pmpp(w) Vmpp(V) Impp(A) Vte(V) Mppf Rse FF SLsc SLoc 

1 46,87 948,73 100,30 8,64 555,01 72,22 7,68 4,32 0,123 5,77 0,64 0,0031 0,613 

2 46,80 922,91 99,92 8,50 533,99 71,94 7,42 4,93 0,124 6,21 0,628 0,004 0,606 

3 46,96 910,00 99,85 8,18 533,74 72,55 7,35 4,04 0,125 6,14 0,653 0,0001 0,601 

4 46,95 895,48 99,55 8,14 520,54 73,00 7,13 5,11 0,125 5,99 0,641 0,002 0,611 

5 36,33 876,78 103,70 8,06 549,93 76,05 7,23 4,43 0,121 6,13 0,657 0,0018 0,581 

6 41,85 858,99 101,34 7,81 522,92 74,99 6,97 4,62 0,123 6,138 0,660 0,0011 0,596 
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𝑃𝑅𝐷(𝑋, 𝑌)

= √
∑ |𝑥𝑖 − 𝑦𝑖|2𝑁

𝑖=1

𝑀𝐴𝑋(∑ |𝑥𝑖 − �̅�|2 ,   ∑ |𝑦𝑖 − 𝑦�̅�|
2𝑁

𝑖=1
𝑁
𝑖=1

 × 100 
(12) 

𝐶𝑜𝑟𝑟(𝑋, 𝑌) =
𝑐𝑜𝑣(𝑋, 𝑌)2

𝑣𝑎𝑟(𝑋). 𝑣𝑎𝑟(𝑌)
(13) 

Such as: 

𝑐𝑜𝑣(𝑋, 𝑌) =
1

𝑁
 ∑(𝑥𝑖

𝑁

𝑖=1

− 𝑋 ̅)(𝑦𝑖 − 𝑌 ̅) (14) 

𝑣𝑎𝑟(𝑋) = √
1

𝑁
∑(𝑥𝑖 − 𝑋 ̅)2

𝑁

𝑖=1

(15) 

10. RESULTS AND DISCUSSION

We have applied the algorithm of the SEA method on the 

database consisting of diagnostic indicators without defects 

and in the presence of shading and resistive defects, the SEA 

algorithm is implemented using MATLAB 2018 platform. 

Analysis results are based on the objective criteria (PRD and 

Corr) and subjective criteria (visual inspection). The obtained 

results are well presented and explained in the following tables 

and figures: 

Table 3 presents the values of the error (PRD %) and the 

correlation (Corr) between the diagnostic indicators in the 

healthy state (without fault) and the same diagnostic indicators 

in the faulty state (in the shading fault), if we take as an 

example the indicator (Voc, VocREC), Voc(V) is the diagnostic 

indicator (without defect), but the VocREC is the same indicator 

but in the presence of shading fault, so the Voc parameter has 

a PRD value of 73.51% and a correlation value of 0.766.  

The same Table 3 also presents the values of the error 

(PRD %) and the correlation (Corr) between the diagnostic 

indicators in the healthy state and the same diagnostic 

indicators in the faulty state (connection resistance defect), if 

we take as an example the indicator (Voc, VocREC), Voc(V) is the 

diagnostic indicator (without defect), but the VocREC is the 

same indicator but in the presence of connection resistance 

defect, so the Voc(V) parameter has a PRD value of 97.58% and 

a correlation value of 0.250. 

The deep analysis of Table 3 has allowed us to propose 

Table 4.

Table 3. PRD and Corr of diagnostic indicators in shading and connection resistance fault 

Indicators Shading defect Resistance defect 

PRD(%) Corr PRD(%) Corr 

Voc, VocREC(V) 73.51 0.766 97.58 0.250 

Isc, IscREC  (I) 73.56 0.703 78.19 0.687 

Pmpp,  PmppREC (W) 68.15 0.846 70.01 0.834 

Vmpp,VmppREC (V) 84.06 0.653 92.17 0.644 

Impp, ImppREC (I) 73.06 0.778 73.61 0.738 

Vte , VteREC (I) 96.92 0.397 34.52 0.912 

Mppf,MppfREC 91.47 0.648 96.84 0.292 

Rse, RseREC (ohms) 84.35 0.650 89. 90 0.539 

FF, FFREC 79.79 0.692 70.31 0.742 

SLsc, SLsc REC 69.31 0.739 64.85 0.859 

SLoc, SLocREC 35.60 0.901 65.40 0.852 

Table 4. Classification of diagnostic indicators according to the degree of sensitivity 

Corr and PRD(%) Sensitivity degree Shading defect Resistance defect 

Corr = [0.25, 0.70]; PRD = [74, 97.58] High sensitivity Vmpp, Vte, Mpff,  Rse, FF Voc, Vmpp, Mpff, Rse, Isc 

Corr = [0.70, 0.80]; PRD = [70, 74] Medium sensitivity Voc, Isc, Impp, SLsc Impp, FF 

Corr = [0.80, 0.912]; PRD = [34.52, 70] Low sensitivity Pmpp, SLoc Pmpp,Vte, SLsc, SLoc 

In this table the diagnostic indicators for each type of defect 

are classified into three main classes of sensitivity, this 

classification is made according to the intervals of the PRD 

error and the correlation. therefore we distinguish a high 

sensitivity whose values of the PRD and the correlation of 

each indicator belongs to the interval PRD=[74, 97.58] and 

Corr=[0.250, 0.70], a medium sensitivity whose values of the 

PRD and the correlation of each indicator belong to the 

interval PRD=[70, 74] and Corr=[0.70, 0.80], low sensitivity 

whose values of the PRD and the correlation of each indicator 

belong to the interval:  

PRD=[34.52, 70] and Corr=[0.80, 0.912]. 

10.1 Shading fault 

a) high sensitivity:

According to Table 4, it is clear that the diagnostic

indicators (Vmpp, Vte, Mppf, Rse, FF) have a high sensitivity to 

the appearance of shading defects, if we take the Vmpp 

parameter as an example, it has a PRD value of 84.06% and a 

correlation value Corr= 0.653, these values always belong to 

the interval PRD=[74, 97.58] and Corr=[0.250, 0.70]. Figures 

12, 13 and 14 explain more the high sensitivity of these 

indicators. 

Figure 12 clearly illustrates the high sensitivity of the Vmpp 

indicator, the plot at the top in green color shows the evolution 

of the Vmpp(V) parameter in the healthy state in function of 

number of tests, it is seen that the Vmpp(V) indicator has a value 

between 70 and 80 volts, the plot at the middle in green 
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illustrates the evolution of Vmpp(V) without fault and the 

(Vmpprec) in the presence of a shading fault (blue plot), the 

presence of shading fault from test number 20 to test number 

100 has caused a decrease that reaches 0 volts in the voltage 

value of the three PV panels. 

Figure 12. The high sensitivity to the shading fault of the 

Vmpp and Vte indicators 

The plot at the bottom in red color shows the difference 

between Vmpp(V) in the healthy state and the Vmpprec(V) in the 

faulty state (Vmpp – Vmpprec), it’s seen that the error is very big 

from the appearance moment of the fault (test number 20) until 

test number 100, this large difference (error) is explained by a 

low correlation of Corr = 0.653 and a big error of PRD = 

84.06%. 

In the same way as for the Vmpp(V) indicator, the three plots 

on the right of Figure 12 show the evolution of the Vte 

indicator in the healthy state (green plot at the top), the 

evolution of Vte in the healthy state and the failed state (blue 

plot) and the difference (Vte-Vterec) in red plot, the big 

difference (error) is explained by a big PRD = 96.92% and a 

very low correlation corr = 0.397. 

Figure 13. The high sensitivity to the shading fault of the 

Mppf and Rse indicators 

Figure 14. The high sensitivity to the shading fault of the 

FF indicator 

Figures 13 and 14 also illustrate the high sensitivity of the 

three parameters (Mppf, Rse, FF). The most important is often 

the difference between each parameter in the healthy state and 

the same parameter in the presence of a shading fault (red 

plots). This difference is always explained by a low correlation 

and a very big PRD (Table 3).   

b) Medium sensitivity:

The medium sensitivity to the shading defect of the

parameters Voc(V), Isc(I), Impp(I) and SLsc is explained in the 

same way as the high sensitivity. The most important is often 

the difference or the error between the indicator without fault 

and the same indicator in the presence of fault (Voc –Voc rec) 

and (Isc -Isc rec), the difference is translated by an average 

correlation Corr=0.766 and PRD=73.51% for Voc(V) and an 

average correlation Corr=0.703 and PRD=73.56% for Isc(I) 

(red plots in Figure 15). 

Figure 15. The medium sensitivity to shading fault of the 

Voc and Isc indicators 

Figure 16. The Medium sensitivity to shading fault of the 

Impp and SLsc indicator 

Figure 16 also illustrates the medium sensitivity to the 

shading defect of the two parameters (Impp, SLsc) the most 

important is often the difference between each parameter in 

the healthy state and the same parameter in the presence of a 

shading fault (red plots), the difference is always explained by 

an average correlation and an average PRD error (Table 3).   

c) Low sensitivity:

The low sensitivity to the shading defect of the Pmpp and

SLoc parameters is explained in the same way as the high 

sensitivity. The most important is often the difference between 

the indicator without fault and the same indicator in the 

presence of shading fault (Pmpp –Pmpp rec) and (SLoc –SLoc rec), 

this difference is translated by a correlation close to 1 

Corr=0.846 and PRD=68.15% for Pmpp indicator and a 

correlation close to 1 Corr=0.901 and PRD=35.60% for Sloc 

indicator (red plots in Figure 17). 
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Figure 17. The low sensitivity to the shading defect of the 

Pmpp and SLoc indicators 

 

10.2 Connection resistance fault 

 

a) High sensitivity: 

From Table 4 it is clear that the diagnostic indicators (Voc, 

Vmpp, Mppf, Rse, Isc) have a high sensitivity to the appearance of 

a resistive fault (connection resistance fault), if we take the 

Voc parameter as an example, it has a value of PRD = 97.58% 

and a correlation value Corr = 0.250, these values always 

belong to the interval PRD= [74, 97.58] and Corr= [0.250, 

0.70]. Figures 18, 19 and 20 further explain the high sensitivity 

of these indicators. 

 

 
 

Figure 18. The high sensitivity to the resistive fault of the 

Voc and Vmpp indicator 

 

Figure 18 clearly illustrates the high sensitivity of the Voc(V) 

indicator, the plot at the top in green color shows the evolution 

of the Voc(V) parameter in the healthy state, it’s seen that the 

Voc indicator has a value between 95 and 105 Volts, the plot at 

the middle in green color illustrates the evolution of Voc 

without defect and the Voc rec(V) in the presence of a resistive 

fault (in blue color), the presence of a resistive fault (blue plot) 

has caused a decrease which reaches 0 volts in the voltage 

value of the three PV modules. 

The plot at the bottom in red color shows the difference 

between Voc(V) in the healthy state and Voc rec(V) in the faulty 

state (Voc - Voc rec), this difference is explained by a low 

correlation Corr= 0.250 and a very big error of PRD=97.58%  

In the same way as for the Voc(V) indicator, the three plots 

on the right of Figure 18 show the evolution of the Vmpp(V) 

indicator in the healthy state (at the top in green color), the 

evolution of Vmpp(V) in the healthy state and the faulty state 

in blue plot and the difference (Vmpp – Vmpp rec) in red plot. This 

difference is explained by a very big PRD = 92.17% and a low 

correlation Corr = 0.644. 

 

 
 

Figure 19. The high sensitivity to the resistive fault of the 

Mppf and the Rse indicators 

 

 
 

Figure 20. The high sensitivity to the resistive fault of the 

Isc indicator 

 

Figures 19 and 20 also illustrate the high sensitivity of the 

three parameters (Mppf, Rse, Isc), the most important is often 

the difference between each parameter in the healthy state and 

the same parameter in the faulty state (resistive fault) in red 

plot, the difference is always explained by a low correlation 

and a very big PRD (Table 3).   

b) Medium sensitivity: 

In the same way as for high sensitivity, we explain the 

medium sensitivity to the resistive fault of Impp and FF 

parameters, the most important is often the difference between 

the indicator without fault and the same indicator in the 

presence of fault (Impp- Impp rec) and (FF-FFrec) presented 

by (red plots Figure 21), this difference is translated by an 

average correlation of Corr=0.738, PRD=73.61% for Impp, 

and Corr=0.742, PRD=70.31% for FF. 

 

 
 

Figure 21. The medium sensitivity to the resistive fault of 

the Impp and FF indicators 
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c) Low sensitivity:

The low sensitivity to the resistive fault of the (Pmpp, Vte,

SLsc and SLoc) parameters is presented, the most important is 

often the difference between the indicator without fault and the 

same indicator in the presence of fault (Pmpp - Pmpp rec) and 

(Vte -Vte rec) presented in (red plot Figure 22), this difference 

is translated by a correlation close to 1 Corr=0.834 and 

PRD=70.01%for Pmpp and a correlation close to 1 

Corr=0.912 and PRD=34.52% for Vte.   

Figure 22. The low sensitivity to resistive fault of the 

Pmpp and Vte indicators 

Figure 23. The low sensitivity to the resistive fault of 

SLsc and Sloc indicators 

Figure 23 illustrates the low sensitivity of the two (SLsc, 

Sloc) parameters, the very important is the difference between 

each parameter in the healthy state and the same parameter in 

the presence of a resistive fault (red plots), this difference is 

explained by a better correlation close to 1 and a low value of 

the PRD.  

The analysis of the obtained results allowed us to conclude 

that certain diagnostic indicators which belong to the interval 

of high sensitivity in the case of a shading fault have become 

belonging to the interval  of medium sensitivity or low 

sensitivity in the case of a resistive fault, taking as an example 

the Vte and FF parameters, these two parameters have a high 

sensitivity in the case of a shading fault, however in the case 

of a resistive fault the Vte parameter has a low sensitivity and 

the FF has a medium sensitivity, it can also be distinguished 

that in the case of  resistive fault, the Voc and Isc parameters 

have a high sensitivity, but in the case of  shading fault, it has 

a medium sensitivity, there is also a change in the sensitivity 

between the SLsc and SLoc parameters. 

11. CONCLUSION AND PERSPECTIVES

The proposed residual method in the first part, allowed us 

to obtain very satisfactory results to the online detection and 

offline identification faults in the PV generator, the obtained 

results, also allowed us to determine the intervals confidence 

and the samples are within or outside these limits. Therefore, 

the decision of the presence of the defect or not can be made.  

The application of SEA method in the second part, allowed 

us to increase the comparison performance between the 

diagnostic indicators without faults and the diagnostic 

indicators in the presence of faults (shading and resistive 

defects) and it gave us a better sensitivity analysis, in which 

we classified the diagnostic indicators according to their 

degree of sensitivity to three main classes high, medium and 

low sensitivity. The classification is very important, especially 

to detect and identify the type of defect as quickly as possible, 

so we can only follow the indicators that have a high 

sensitivity to be easy and quick to detect and identify the type 

of fault. The rapid detection and identification of faults in a PV 

system, gives the possibility to rapid intervention on site to 

correct the fault and avoid further damage. Therefore reduce 

the maintenance cost and increase the yield of the PV system.  

In perspective we hope to apply the residual and the SEA 

methods on the rest of defects; by-pass diode faults, 

connection line faults, short circuited sub- strings, also 

develop a monitoring and diagnostic system which is able to 

detecting and identifying as quickly as possible the faults that 

may occur in the PV system. 
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