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Vehicle tracking systems are a vital tool in modern-day law enforcement and security 

operations. With the increasing threats of terrorism, organized crime, and illegal trafficking, 

monitoring and tracking suspicious vehicles has become a top priority for security agencies 

around the world. In this study, a target vehicle, which was described as suspicious, was 

tracked using the proposed vehicle tracking method that contains Gaussian Mixture Model 

(GMM) and Blob analysis. The same target vehicle was then detected using the Regions 

with Convolutional Neural Networks (RCNN), Faster RCNN, and You Only Look Once 

(YOLO) deep learning object recognition algorithms. In these applications, public traffic 

surveillance system images from the internet are used. Tracking is performed on images 

taken from more than one traffic surveillance system on the same road or route. The results 

from these methods were compared with each other, and the highest mean Average Precision 

(mAP) value was observed as 89.20% for the Faster RCNN algorithm using the Resnet101 

deep learning architecture. 
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1. INTRODUCTION

Visual surveillance systems are frequently used in many 

areas for observing the movements of objects or people. 

Systems such as those for monitoring the flow of traffic, face 

recognition, detection of human behaviour, and detection of 

abnormal events, for example, have become an integral part of 

visual surveillance systems. Using these surveillance systems, 

which are widely deployed, especially in shopping malls and 

city centers, it is possible to accurately detect abnormal 

behaviour or the movements of suspicious vehicles or 

individuals among crowds. This makes it possible to detect 

and prevent many dangers before they arise [1, 2]. The demand 

for visual tracking systems in many areas of daily life has also 

drawn the attention of researchers toward object tracking in 

recent years, and recent studies have emphasized the 

importance of object tracking for the interpretation of 

surveillance systems [2, 3]. 

As the number of vehicles and traffic loads are increasing 

every day, the use of visual surveillance systems to monitor 

traffic has become an area of great interest in order to ensure 

safe cities for modern life [4]. The International Organization 

of Motor Vehicle Manufacturers (OICA) has reported that 

more than 70 million vehicles have been produced in recent 

years [5]. The management of such high numbers of vehicles 

is obviously one of the most significant problems faced by 

countries around the world. As traffic surveillance systems 

become more common, the issues of vehicle detection and the 

interpretation capabilities of these systems have also proved 

crucial. Conventional vehicle tracking techniques are not able 

to cope with such large amounts of data, and the need for new 

methods to tackle these challenging tasks has become apparent 

[6].  

The process of examination of the records obtained by 

visual surveillance systems can be divided into three types, 

based on whether they use passive, semi-automatic, or fully 

automatic control. In passive control, the records captured by 

video recording systems are controlled by a human. In semi-

automatic control, when there is a significant movement in the 

images, the recording camera captures this moment and the 

recordings are then examined in detail by a human. In fully 

automatic control, the examination, analysis, and reporting 

processes are carried out independently of human tracking [2, 

3]. 

The use of video cameras for traffic surveillance is limited 

to passive control tasks or very basic semi-automatic 

examination. In urban traffic management, records captured 

throughout the day are typically examined when there are 

errors caused by drivers [7, 8]. Detection of vehicles is 

provided only in the frames in which they are detected. 

Vehicle detection and tracking using more than one camera are 

done manually, and the scope of operation of an automatic 

inspection system is limited [2, 3]. Today, automatic traffic 

management is required to perform high-level tasks such as 

automatic incident detection and law enforcement [6-9]. 

Vehicle detection and tracking is very difficult, due to the 

increase in the numbers of road vehicles and the need to detect 

errors and other situations by passive tracking methods. To 

carry out this process more effectively, many methods have 

been designed for the context of vehicle detection and 

tracking. Of these, deep learning approaches are particularly 

prominent, and vehicle detection technology has greatly 

improved, with deep convolutional neural networks (CNNs) 

with their powerful learning capabilities now widely used in 

the field of computer vision [10]. 

The CNN was designed to artificially reproduce the 
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functional capabilities of the human cognitive system, with its 

powerful feature extraction capability, and has outperformed 

conventional methods on various computer vision tasks. In 

recent years, the development of graphics processing units 

(GPUs) in hardware technology, especially for parallel 

computing, has led to the development of Regions with 

Convolutional Neural Networks (RCNNs). Fast RCNN was 

developed first, and then Faster RCNN, Single Shot Detector 

(SSD) and You Only Look Once (YOLO), among others. 

Many deep-learning methods have been used for vehicle 

detection [4, 5, 10]. 

The Faster RCNN algorithm has high sensitivity and strong 

detection rates, and can achieve high levels of accuracy and 

speed when used for multi-object detection in complex traffic 

environments. In addition, due to its success in recognizing 

small moving objects, it has been used as a basis for other 

algorithms by many researchers. In this study, we therefore 

mainly focus on vehicle detection methods based on deep 

neural networks such as Faster RCNN and YOLO [10-12]. 

When studies in the field of vehicle detection and tracking 

are examined, it can be seen that the target vehicle is searched 

for from a single camera recording, or a single problem is 

considered, such as the obstacles and image distortions 

encountered when detecting and tracking an object from 

multiple camera recordings. In this study, we aim to provide 

an automatic system for the examination of records taken from 

video surveillance systems used for security purposes, and to 

detect the target vehicle from these records within a shorter 

time. Hence, in the current study, a new algorithm is developed 

for the process of tracking a target vehicle that is particularly 

resistant to obstacles. 

The contributions of this article can be summarized as 

follows: 

➢ In the literature on vehicle tracking and detection, 

operations are usually carried out on a single video 

recording taken from fixed or moving cameras. In 

addition, the focus is on tracking all objects in the scene. 

In the proposed method, when the target has been 

detected by one camera, the system ensures that the 

target is followed by other cameras in the region. In 

addition, target detection is performed on other 

cameras.  

➢ In this study, a labeling process without human control 

is proposed to create a ground truth object. In the data 

collection phase, the first video image containing the 

selected target is used. From this video, the target is 

detected in each frame, and a ground truth object is 

created by recording it with bounding box information. 

This method can be also implemented as a new vehicle 

detection algorithm.  

➢ Many factors have been found in the literature that 

make target tracking difficult. In these studies, the 

tracking process could not be carried out properly due 

to these difficulties. It is shown that the vehicle tracking 

algorithm proposed in the first stage of the study is 

resistant to background changes, and can continue to 

follow the target despite the presence of elements that 

block the image. 

➢ RCNN, Faster RCNN, and YOLO, which are CNN-

based modern object detection algorithms, are used and 

performance evaluations are compared. 

 

The remainder of the article is organized as follows. In 

Section 2, a literature review of existing methods is presented. 

A description of the different methods used in this research is 

given in Section 3. Detailed information on the proposed 

method, the acquisition process used for the datasets, and the 

experiments is presented in Section 4. Finally, a conclusion is 

given in Section 5. 

 

 

2. LITERATURE REVIEW 

 

2.1 Object tracking 

 

Object tracking, which forms the focus of the first stage of 

this study, is one of the most popular fields of research, with a 

wide scope and many areas of application. From the studies in 

the literature, we see that although many methods have been 

applied to object tracking, a range of difficulties are still faced 

in this field. Numerous natural factors such as changes in 

lighting, shadows, and objects blocking the view are among 

the difficulties that need to be considered [12]. 

Recent research has focused on two main areas of object-

tracking applications for video analysis systems. The first of 

these is the improvement of optical flow estimation methods, 

which can achieve successful results in terms of estimation 

accuracy and computational quantity. The second involves 

improvements to background and foreground modeling 

methods [13]. 

Fei et al. [14] carried out a study involving visual tracking 

based on improved foreground detection. A three-frame 

differencing algorithm and a foreground detection method 

were combined with background subtraction. The authors tried 

to resolve problems such as shadow and foreground aperture 

by calculating the differences between the existing image 

frames. Their experimental results revealed that the proposed 

method yielded fast and accurate detection. 

Kiratiratanapruk et al. [15] presented a gradient-based 

foreground detection method for a traffic monitoring system. 

An improved edge detection-based background modeling 

approach that was sensitive to light changes was proposed. 

This method was compared with popular background 

modeling techniques, and it was reported that the proposed 

method was resistant to lighting changes in outdoor 

environments and the characteristics of video camera sensors. 

It was also found to give high detection rates for foreground 

objects. 

Liu et al. [16] presented an optical flow-based vehicle 

tracking method. In this study, the optical flow method was 

initially used to determine the direction of the vehicle in the 

first few frames of the image. Following this, the distance 

factor was taken into account to eliminate the problems that 

may occur when a similar new vehicle enters the scene. A 

feature template was presented for vehicle tracking in lower-

resolution videos. As a result, a tracking algorithm with better 

performance than traditional algorithms were developed. 

Sushmitha et al. [17] presented a new algorithm in their 

study on tracking more than one vehicle in traffic. In their 

work, preprocessing, motion segmentation, and feature 

extraction methods were applied to the video frames used as 

input to the system. The object was determined using blob 

analysis and tracked with a background extraction method. 

 

2.2 Object detection  

 

In the field of object detection, which represents the second 

stage of our work, very successful results can be obtained with 
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methods that are improving every day. Studies in the literature 

on this topic are reviewed below. 

Maity et al. [10] worked on the detection of automatically 

moving vehicles in smart traffic surveillance systems. In this 

study, Faster RCNN and YOLO-based vehicle detection and 

tracking methods were compared. In addition to vehicle 

detection, the authors focused on the importance of tracking 

vehicles properly in order to avoid collisions and to provide 

resistance to image changes. It was reported that tracking 

methods should be improved, as the approaches suggested thus 

far are mostly manual and depend only on the camera image. 

Luo et al. [11] presented a model based on Faster RCNN 

with NAS optimization and feature enrichment to detect 

vehicles from images of traffic scenes. A Retinex-based 

algorithm was used to reduce the changes in illumination and 

shadow effects in the images. Tests and experiments were 

performed on the UN-DETRAC dataset. At the end of the 

study, it was reported that the method achieved high 

performance in terms of accuracy, and that the detection rate 

should be increased. 

Wang et al. [12] studied traffic signal recognition using an 

improved Faster RCNN with the Resnet architecture, and 

applied this approach to the Tsinghua-Tencent 100k dataset. It 

was observed that the proposed algorithm achieved higher 

performance than other algorithms in terms of accuracy and 

recall values. 

Arinaldi et al. [18] presented a Faster RCNN-based traffic 

analysis system that included vehicle counting, vehicle type 

classification, and estimation of vehicle speeds from the video. 

In the first stage of the study, the mixture of Gaussian (MoG) 

and support vector machine (SVM) algorithms were used. It 

was shown that Faster RCNN performed better than SVM and 

MoG under various conditions. 

Fan et al. [19] focused on Faster RCNN, in view of its high 

performance in object detection studies. Extensive 

experiments were performed on the KITII dataset. They also 

proposed adaptations to increase the performance of this 

approach. 

Cao et al. [20] presented a new algorithm for this problem 

that capitalized on the success of Faster RCNN in detecting 

small objects. To solve the loss function problems, a loss 

function was introduced based on the intersection over union 

(IoU) for bounding box regression. Bilinear interpolation was 

used to improve the pooling of the regions of interest (RoI). 

The accuracy rate of the algorithm was found to be 87%. Faster 

RCNN was applied to a dataset consisting of images with a 

resolution in the range of (0.32). Zhu et al. [21] and Li et al. 

[22] carried out similar studies. The performance of the 

algorithm was better than the results of these studies. 

Arcos-García et al. [23] attempted to recognize traffic signs 

from the COCO dataset using deep learning methods. They 

reported that Faster RCNN gave the best results with the 

Resnet V2 backbone. In their study, the Faster RCNN, SSD, 

and YOLO V2 object detection algorithms were compared 

using feature extractors such as Resnet V1 50, Resnet V1 101, 

Inception V2, Inception Resnet V2, Mobilenet V1, and 

Darknet-19. 

Han et al. [24] performed real-time object detection for 

small vehicles using the YOLO-v2. With this study, it has been 

tried to find a solution to the sensitivity and performance 

problem. In the proposed model, convolution layers were 

added to different locations and the feature extraction 

capability of the network was strengthened. High success has 

been achieved in the experiments on the KITTI dataset. 

However, since all of the images used were under good 

illumination conditions, no study was carried out for scenes 

with insufficient lighting conditions.  

Bie et al. [25] introduced a real-time vehicle detection 

algorithm using YOLO-v5. They developed the YOLOv5 

algorithm to avoid the complex nature of existing vehicle 

detection algorithms. A bidirectional feature pyramid network 

is used to enhance the feature extraction capability. 

Experiments were performed on the BDD100K dataset. 

Compared to SSD, average average accuracy is increased by 

1.7% and mAP@0.5 increases by 4%. Compared to Faster-

RCNN, mAP@0.5 was reduced by 1.2%. 

Li et al. [26] proposed vehicle detection for Intelligent 

traffic scheduling. An object detection model is proposed for 

identifying small sized traffic elements in UAV image 

sequences. Experiments on UAV image sequences have 

shown that the algorithm can reduce traffic congestion. The 

algorithm achieved better results than YOLO v3. The object 

detection model will be improved to deal with the dense and 

small objects.  

Rafique et al. [27] proposed an algorithm for real-time 

parking management. The algorithm was developed to find 

empty parking spaces and generate vehicle statistics. A 

pretrained model of YOLO v5 was used on the MS COCO 

dataset. The accuracy of the work is 99.5%. 

Azimjonov et al. [28] proposed a real-time vehicle detection 

and vehicle tracking system. YOLO and Bbox-based tracking 

were used. Manually, 7216 data were labeled and trained. In 

the study, 95.45% accuracy was obtained. Additionally, 

Kalman filter-based vehicle tracking was implemented and the 

bounding-box-based vehicle tracking algorithm was 

developed.  
 

 

3. OVERVIEW AND METHODOLOGY 

 

The purpose of our study was to track a target in images 

from more than one video camera. For this, we considered 

images taken from MOBESE (MOBil Electronic System 

Integration) cameras, which are used in Turkey for security 

and traffic control. Video recordings of the route along which 

the target vehicle passed were obtained from traffic 

surveillance systems. 

This study is divided into two main stages. In the first stage, 

vehicle tracking is performed, and in the second, vehicle 

detection is carried out. Object tracking is made more difficult 

by the presence of obstacles in the image and situations where 

the object leaves the field of view. In our study, a background 

extraction method, which is one of the target tracking 

approaches, is developed and a new target tracking method is 

presented. With this method, successful tracking is achieved 

throughout the video sequence despite the presence of 

obstacles and without losing the target. 

In this case, the target is a vehicle, and is selected from the 

first video image and framed with a bounding box. The target 

image obtained in this way is then followed throughout the 

video using the developed tracking algorithm. The tracked 

vehicle is limited by a bounding box. The data on the bounding 

box and the file path for each frame in the video are saved in a 

file to create a ground truth object. The ground truth data are 

then used as training data for the deep learning method to be 

used in the second video.  

To detect the same target in the second video, the target 

vehicle and bounding box information from the first video 

were used. We trained RCNN, Faster RCNN, and YOLO 
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models with different backbone networks, and the method 

with the best result was selected. Figure 1 shows the steps 

followed in our study. 

 

 
 

Figure 1. Vehicle detection and tracking system 

 

3.1 Vehicle tracking 

 

In the second part of this paper, a vehicle tracking algorithm 

using Gaussian mixture model (GMM)-based foreground 

detection is proposed. GMM is a background subtraction 

method that can be used to determine whether a pixel belongs 

to the background. 

GMM was selected to model the background since it is one 

of the strongest models for background modeling and is 

resistant to changes in light and other conditions. It is a 

probability density function which is a weighted sum of the 

Gaussian component densities, as shown in Eq. (1) [24]: 

 

p(X|λ) =  ∑ wk N (x|μk, Σk)M
k=1   (1) 

 

It can be seen that GMM is a weighted sum of M 

components. 

The next method used for background subtraction in object 

tracking is blob analysis. This approach recognizes a moving 

object within a blob area and marks it with a bounding box. In 

this work, vehicle detection is the first step before more 

complex tasks such as tracking and classification are carried 

out. This approach estimates the foreground pixels in a video 

sequence captured from a fixed camera and creates a mask that 

highlights the foreground objects with the background 

subtracted. A foreground mask is used to compare a color or 

grayscale video frame with a background model. In this way, 

it can be determined whether each pixel in the moving image 

belongs to the background or the foreground. 

The basic idea of background subtraction is to detect the 

foreground object. The foreground mask uses blob analysis to 

create bounding boxes around vehicles. All moving vehicles 

are determined with bounding boxes around them and are 

tracked until they disappear from view in the video [29]. 

Figure 2(a) shows the selection of the target in the first frame, 

and Figure 2(b) shows the tracking of the target vehicle. 

In the proposed method, rather than taking and processing 

the entire video, an initial frame is obtained that contains 

moving foreground objects that are separated from the 

background objects. The foreground detector considers a 

certain number of frames, according to the length of the video, 

to initiate the GMM. In this way, the background frame is 

learned. Figure 3(a) shows the foreground image detected by 

the foreground detector. Foreground detection often involves 

noise, and filtering and morphological opening are therefore 

applied to the image in order to remove noise and fill in the 

gaps. Figure 3(b) shows the noise-free image and its original 

state. 

 

 
(a) 

 
(b) 

 

Figure 2. (a) Determining the target using the mouse in the 

first frame; (b) Tracking the target with blob analysis 

 

 
(a) 

 
(b) 

 

Figure 3. Morphology process for foreground detection: (a) 

Foreground image; (b) Original foreground with noise, and 

clean foreground 

 

Using foreground detection, all moving vehicles can be 

detected in the same frame of the video. However, the tracking 

process may fail due to the obstacles present in the scene and 

the proximity of the vehicles. For this reason, an improved 

Video Data from MOBESE

Vehicle Tracking 

Create Dataset

Vehicle Detection

Target tracking on all videos
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foreground detection method based on GMM is presented. In 

this method, a single target is selected with the mouse in the 

first frame and is then tracked. It was observed that the vehicle 

was tracked correctly even when it was behind an obstacle or 

another vehicle during target tracking. Figure 4 shows a 

flowchart for the proposed algorithm. 

 

Pseudocode for the vehicle tracking process based on GMM 

is shown in Algorithm 1 below. 

 

Algorithm 1. The proposed vehicle tracking algorithm 

Procedure: Vehicle Tracking 

Input: Video frames n= {1,….,N}, target vehicle 

Output: Target and detect vehicles, Boxes: the set of 

bounding boxes of vehicles in frames 

1: for  n in amount of frame in the video 

2: İf n==1 

3: targetselection= object region in frame (n) 

4: else 

5: foreground = foregroundDetector(n) 

6:             filteredForeground = (foreground, 

morphological filter for noise removal); 

7: boxes = each of frames (blobAnalysis, 

filteredForeground) 

8: for i= 1 to The number of bounding boxes of all 

vehicles in the video frame 

9: D(i)  = DistanceAlgorithm (targetselection , bbox 

at each moving car in video frames(i)) 

10: smallindex= find min (D) 

11: targetselection =bbox(smallindex); 

12: Draw a bounding box around the target 

13: save every video frame with target vehicle as an 

image 

14: save bounding boxes data 

15: end 

16: end if 

end 

 

3.2 Vehicle detection 

 

In this stage of the process, the vehicle, which was identified 

and followed in the first stage, is detected in other video 

images. We attempted to identify the target vehicle by training 

several deep learning models. When tracking the vehicle from 

the first video in which it is detected, the image in each video 

frame and bounding box data are recorded. In the second 

traffic video of the target vehicle, its location is determined by 

training different deep learning algorithms on these data. We 

first trained an RCNN deep learning model and then Faster 

RCNN and YOLO models, using the AlexNet, VGG 16, VGG 

19, ResNet50, ResNet101, GoogleNet, and MobileNet 

architectures, and their results were compared. 

 

Start

Input 

video

First Frame? Yes
Select tracking object area with 

the mouse

Save object region image as 

targetselection

NoDefine scaned region

Foreground segmentation with 

GMMs

Blob analysis and find bounding 

boxes

Compute the distance between 

bbox and target selection

Distance =< min

Obtain the  targetselection with smallest 

distance 

 targetselection= bbox(n)

Mark the target object and draw 

bounding box

If the video 

finished ?
No

num frame = amount of 

frame

nframes = 

nframes+n

Yes

End

No
Yes

 
 

Figure 4. Flowchart for the object tracking algorithm 
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3.2.1 Faster RCNN 

The Faster RCNN model, which has become an excellent 

object detection algorithm due to its low false and incomplete 

recognition rates, stands out in the field of vehicle tracking. 

This method was created from the development of RCNN [30, 

31]. 

Instead of the selective search used by Fast RCNN, Faster 

RCNN also uses a region proposal network (RPN). In this 

way, the time required for object detection with Faster RCNN 

can be reduced to about 0.3 s [30, 31]. 

Faster RCNN consists of two modules: the first is the RPN, 

a deep convolutional neural network that enables region 

propositions, and the second is the Fast RCNN detector, which 

uses the regional proposals from RPN. Faster RCNN is an end-

to-end training model [31, 32]. 

Region Proposal Network 

A Faster RCNN network can take an input image of any 

size. After preprocessing, the input image is passed to the 

backbone to extract the features. The feature map is then given 

to the RPN to carry out region proposal. After the network 

regions have been resized, they are passed to the fully 

connected layer and classified. RPN offers region 

recommendations to separate foreground data from 

background data. In Faster RCNN, anchor boxes are used; the 

RPN can predict the possibility of an anchor being background 

or foreground, and can refine the anchor [33]. 

Anchor Boxes  

Anchor boxes are important parameters of deep learning 

object detectors such as Faster RCNN. They consist of 

bounding boxes of a certain height and width, and play an 

important role. These boxes are selected based on the sizes of 

the objects in the training data, and are defined to determine 

the aspect ratio of the object we want to detect. Through the 

use of anchor boxes, prediction and detection information can 

be obtained for multiple objects of different sizes. 

 

3.2.2 YoLo 

YOLO, which performs detection and classification in a 

single step, has become an important tool for object detection 

[34]. Bounding box and class predictions are made after the 

input image is evaluated; this approach differs from traditional 

methods, since the bounding box and class predictions are 

made simultaneously. YOLO is particularly successful for the 

real-time detection of targets, although its detection success 

for small objects is not as high as other methods. It is also 

sensitive to poor lighting [35, 36]. In this study, a YOLO-v2 

network using the MobileNet architecture was considered. 

 

3.2.3 Backbone networks 

AlexNet 

In the ImageNet competition held in 2012, AlexNet 

surpassed all its competitors. It was able to yield significantly 

increased classification accuracy, and the error rate was 

reduced to 15.3%. This architecture consists of five 

convolutional layers and three fully connected layers [37]. 

VGGNet  

This is one of two architectures that were shown to be 

successful against other approaches in the ImageNet 

competition of 2014. Developed by Simonyan and Zisserman, 

VGGnet is offered by the VGG Group (Oxford). There are two 

architectures, which are known as VGG 16 and VGG 19; the 

former has 16 convolutional layers while the latter has 19, and 

they are named for the numbers of layers. VGGNet fixed the 

high kernel sizes encountered in AlexNet by reducing [30]. 

GoogLeNet 

GoogLeNet was proposed by Google, and was launched 

after winning the competition in 2014. It was inspired by 

LeNet, and uses the inception module differently from 

previous architectures. It achieved an error rate of 6.67%. 

GoogleNet consists of 22 layers, more than all its predecessors 

[38]. 

ResNet  

This architecture, which won the ImageNet competition in 

2015, takes its name from a residual network. ResNet with 

deeper features has 152 layers. In this model, residual blocks 

are used to reduce the training error, and in order to reduce the 

depth, random dropping is applied in the training layers. The 

error threshold can be reduced below the human error 

threshold, and has reached 3.57%. There are several varieties, 

such as Resnet50, Resnet101, and Resnet152, which are 

named based on the numbers of layers [38, 39]. 

MobileNet 

This is designed to be used in mobile applications, and relies 

on deeply separable convolutions, meaning that memory can 

be used more efficiently. It is relatively fast compared to 

similar architectures with the same level of complexity [40]. 

 

 

4. EXPERIMENTS AND ANALYSIS OF RESULTS 

 

4.1 Training platform and parameter settings 

 

Matlab 2021a version was used as our experimental 

platform. All of the experiments were performed on a 

computer equipped with an Intel(R) Xeon(R) W-2245 CPU @ 

3.90 GHz processor, 32 GB RAM, and an NVIDIA Quadro 

RTX 40000 graphics card. The computer used the Windows 

10 operating system. The average training time for each of the 

experiments was 10 h. Table 1 shows the parameter settings 

used for Faster RCNN and YOLO. 

 

Table 1. Parameter settings for deep learning models 

 
Options Value 

Epoch 50 

Iteration 8000 

Initial Learning Rate 0.001 

Mini Batch Size 1 

Momentum 0.9 

 

4.2 Data collection 

 

Video observation was carried out under different weather 

conditions and at different times of the day. In the data 

collection step, MOBESE images captured in the province of 

Elazig in Turkey were used. Video recordings with views of 

different (or the same) parts of the road were selected from the 

cameras, which were placed sequentially. The resulting video 

recordings were numbered. The target vehicle was selected 

from the first video using the mouse, and vehicle tracking was 

performed on this video sequence. 

Using the proposed tracking algorithm, the target vehicle 

could be observed throughout the video, and each frame was 

recorded along with the bounding box coordinates of the 

vehicle. The video was split into images of size 74 kb with 

resolution 1280 x 720. Video frames were saved in a dedicated 

folder with names based on consecutive numbers. Rotation 

was applied to the images to replicate the training data. The 

data obtained in this way were used for training several deep 
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learning models. We used 80% of the data for training and 

20% for testing. Using the detector created as a result of this 

training process, the target was detected in the video from the 

second camera. 

Ground Truth 

Ground truth is a term that describes the data used to train 

and test artificial intelligence (AI) models. Ground truth 

labeling is required in order to generate ground truth data. 

Labeling is the process of assigning data so that it can be 

perceived by a deep learning model. In this study, as target 

tracking was being carried out in the first video, the ground 

truth data were also created. With the developed algorithm, a 

labeling process is carried out quickly and without human 

control. Each frame in the video where target tracking took 

place was recorded in a folder, and a sequential number and 

name combination was assigned to it. There was only one 

tracked vehicle in each video frame, and its bounding box 

coordinates were recorded. In each line of the files, the file 

path of the video frame and the bounding box data of the target 

vehicle in that frame were recorded. 

There are several applications that can be used for labeling 

in Matlab, such as Image Labeler or Video Labeler. In future 

studies, since the proposed tracking algorithm was found to 

successfully perform target tracking, it can also be used in 

labeling applications in cases where considerable time is 

required to create ground truth data manually.  In these 

applications, the target determined in the first video frame is 

automatically labeled with the bounding box throughout the 

video sequence using the selected tracking algorithm. The 

proposed tracking algorithm, which will be added to the 

application with the Select Algorithm option, was shown to be 

very successful in terms of automatically labeling the target in 

all frames. 

 

4.3 Evaluation metrics 

 

For target detection, the most commonly used evaluation 

metrics are the precision, recall, mean average precision 

(mAP), and frame rate per second (FPS). For object detection 

tasks, we calculate the precision and recall using the 

intersection over union (IoU), which is determined based on 

the true positive (TP), false positive (FP), false negative (FN), 

and true negative (TN) rates. TP means correctly classified, FP 

means incorrectly classified, and FN represents the missed 

examples in this category. 

 

4.3.1 Recall 

This is the true positive (TP) rate for all predictions, and is 

defined as: 

 

Recall =
TP

TP+FN
  (2) 

 

4.3.2 Precision 

This is the true positive (TP) rate for all positive predictions, 

and is defined as: 

 

Precision =
TP

TP+FP
  (3) 

 

4.3.3 Mean Average Precision (mAP) 

Many object detection algorithms, such as Faster RCNN 

and YOLO, use mAP to evaluate their models. Before 

calculating the mAP value, it is necessary to calculate the 

precision and recall. The mAP is the area under the precision-

recall curve, and is defined as: 

 

mAP =
1

n
∑ APk

k=n
k=1   (4) 

 

4.3.4 Intersection over Union  

IoU is defined as the area of intersection between the 

predicted bounding box coordinates and the ground truth 

boxes. It is calculated by dividing the overlap of the boxes by 

the total area (Figure 6).  

A TP is determined by the IoU threshold. This means that 

the bounding box is considered to be a TP if the IoU is greater 

than a specified threshold. Hence, the value of the average 

precision (AP) depends on the IoU threshold setting. In this 

study, we set a value of 0.5 as the IoU threshold to evaluate 

the detection results; if the IoU was greater than or equal to 

0.5, the detected box was considered to be a TP. IoU is defined 

as: 

 

IoU =
Area of Intersection

Area of Union
  (5) 

 

4.3.5 Frame rate per-second  

The fps refers to the number of frames detected per second; 

it is affected not only by the structure of the algorithm but also 

by the hardware configuration of the experimental equipment. 

 

4.4 Training process 

 

At the object detection stage, the target vehicle was detected 

from other video images. We also compared the detection 

results at this stage from different backbone architectures, 

which were used with various deep learning models, in order 

to evaluate the different approaches to object detection. We 

analyzed the effect of this situation on the detection results. 

Table 2 presents a comparison of these models. 

 

Table 2. Detection results from different models and 

backbone networks 

 

Deep 

Learning 
Backbone Fps 

Mean 

Average 

Precision 

(mAP) 

(%) 

Average 

Miss Rate 

(mMR) 

(%) 

RCNN AlexNet 2.4 42.90 89.44 

Faster 

RCNN 
VGG 16 2.26 62.04 76.47 

Faster 

RCNN 
VGG 19 3.08 64.47 74.70 

Faster 

RCNN 
AlexNet 2.3 61.22 73.56 

Faster 

RCNN 
ResNet 50 8.10 85.16 32.80 

Faster 

RCNN 

ResNet 

101 
9.24 89.20 31.10 

Faster 

RCNN 
GoogleNet 3.05 59.02 77.87 

YOLO MobileNet 10.04 74.20 73.82 

 

The mAP and miss rate ratios are used to determine the 

performance at the training stage. Curves of the log average 

miss rate and precision vs. recall for the models are shown in 

Figure 5 and Figure 6. 

The results of the study showed that small vehicles could be 

detected, including those far from the cameras. Our system 

was also able to identify vehicles going in different directions, 
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in blurry images, and under rainy conditions, at night, etc. 

However, the detection results were sometimes insufficient in 

crowded scenes or in situations where vehicles were side by 

side. In general, the proposed method performed very well for 

vehicles of various sizes, and could be extended in future 

studies. 

 

a) RCNN b) AlexNet

c) VGG16 d) VGG19
 

 

Figure 5. Precision vs. recall curves for various deep learning models: (a) RCNN; (b) AlexNet; (c) VGG-16; (d) VGG-19 

 

a) ResNet-50 b) ResNet-101

c) GoogleNet d) YOLO
 

 

Figure 6. Precision vs. recall curves for various deep learning models: (a) ResNet-50; (b) Resnet-101; (c) GoogleNet; (d) YOLO 
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4.5 Loss function for the training process 

 

Multitasking loss in deep learning is expressed using a loss 

function. The loss function for an image is defined as: 

 

L({pi}, {ti}) =
1

N
∑ i Lcls(pi, pi

∗) +

α
1

Nreg
∑ ipi

∗Lreg (ti, ti
∗)  

(6) 

 

Here, i is the index of an anchor in a mini-batch and 𝑝𝑖   is 

the positive probability value for the example. 𝐿𝑐𝑙𝑠 represents 

the classification loss for all samples. 

The loss function is made up of a classification loss and a 

regression loss, and represents the difference between the 

predicted value for the model and the training sample. The 

smaller the value, the closer the predicted sample is to the real 

sample, and the better the robustness of the model [41]. 

 

   
(a)                                                                                         (b) 

   
(c)                                                                                         (d) 

 

Figure 7. Total loss while training the network: (a) AlexNet; (b) Resnet 101; (c) Resnet-50; (d) YOLO 

 

 
(a) 
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(b) 

 

Figure 8. Training progress for two algorithms: (a) MobileNet network trained with YOLO; (b) Resnet 101 network trained with 

Faster RCNN 

 

a) ResNet 50 b) ResNet 101

c)VGG 19 d) YOLO

Confidence: 1.00 Confidence: 1.00

Confidence: 0.999 Confidence: 0.998

 
 

Figure 9. Vehicle images detected with different models: (a) ResNet 50; (b) ResNet 101; (c) VGG 19; (d) YOLO 

 

Figure 7 shows the variation in the loss function over the 

last 8,000 iterations of the system, which allows us to observe 

the details of the oscillation and convergence of the curve. The 

loss value for the overall training process is constantly 

decreasing, and there is no negative trend of up and down 

vibration over the whole process; it therefore seems that the 

network parameters for model training are optimally selected. 

When deep learning networks are trained, information can 

be obtained about the training progress of the network by 

monitoring. This information includes the progress of the 

network in terms of accuracy, how fast it is developing, and 

the loss rate for the training data of the network. Figure 8 

shows the training progress over 8,000 iterations for the Faster 

RCNN and YOLO networks, as these were found to give the 

best results after comparing the different deep learning 

models. 

Target tracking and then target detection were performed on 

the video recordings obtained from the video surveillance 

systems for a given route. The target vehicle selected in the 

first video was detected in the second video, where the vehicle 

was determined to pass along the same road route. The 

different deep learning networks were trained on the task of 

vehicle detection and their results were compared, and it was 

found that the vehicles were detected correctly with an 
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accuracy of 99% and above. Images of the detected vehicles 

are shown in Figure 9. 

 

 

5. CONCLUSION 

  

In this study, we have presented a new approach to 

automatic target recognition for video surveillance systems. 

The selected target vehicle was detected from multiple video 

images taken from different cameras along the same route, 

from traffic surveillance systems called MOBESE. An 

improved target tracking method was developed to obtain 

ground truth data from the video in which the target was first 

detected. With this approach, ground truth data can be created 

automatically, and this method can also be used as a new 

tracking algorithm for image labeling applications. The target 

vehicle was detected with a high level of accuracy by training 

with deep learning methods in the video images obtained from 

other cameras along the routes followed by the target vehicle. 

Based on the mAP results obtained in the study, the order of 

effectiveness of the models was as follows: Faster RCNN 

ResNet 101 > Faster RCNN ResNet 50 > YOLO > Faster 

RCNN VGG19 > Faster RCNN VGG16 > Faster RCNN 

AlexNet > Faster RCNN GoogleNet > RCNN. 

The most successful results were obtained with the Faster 

RCNN and YOLO models. It has been reported in previous 

studies that YOLO is sensitive to changes in illumination, and 

is incapable of recognizing small objects [35, 36]. For this 

reason, it was insufficient when used for images of receding 

vehicles and MOBESE images with strong variation in 

lighting. The detection results obtained with Faster RCNN 

were found to be more successful. 
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