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The delivery of dermatological services could be completely transformed by the use of 

teledermatology. Through the use of telecommunications technologies, teledermatology is 

utilized to communicate medical information to experts to investigate disease. The goal of 

our research is to identify skin lesions by classifying the image samples of skin lesions that 

were obtained from various patients. In this work, input data is taken from the “HAM10000” 

dataset from Kaggle. In the next step, input images are resized using the computer vision 

library, resizing of images must be done to focus more on the lesion area, splitting of the 

dataset into training dataset and testing dataset is done. In the next step, 80% of the dataset 

is used for training and 20% is used for testing. Here we proposed DenseNet Model with 

five convolutional layers is trained up to 100 epochs by training dataset. The trained 

DenseNet model is tested on the testing dataset and the accuracy is measured and evaluated. 

Our experimental investigations emphasize that the detection of skin lesion of input data 

image.  
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1. INTRODUCTION

Skin cancers are types of cancer that develop on the skin 

[1]. They arise as a result of the growth of aberrant cells with 

the potential to colonize or scattered all across the body. The 

three primary kinds instances of skin cancer melanoma, 

squamous-cell cancer, and basal-cell cancer (BCC). 

Nonmelanoma skin cancer is the term used to describe the first 

two skin cancers as well as a few less prevalent ones (NMSC) 

[2]. Basal-cell carcinoma has a sluggish growth rate and has 

the potential to harm nearby tissue, but it is not likely to 

metastasize or be fatal. The typical symptom is a hard lump 

with a scaly top, although it can also turn into an ulcer [3]. The 

most invasive cancers are melanomas. The mole's size, shape, 

color, irregular margins, presence of several colors, itchiness, 

or bleeding are all warning signs. Exposure to UV light from 

the Sun accounts for more than 90% of instances. Exposure 

throughout childhood is particularly detrimental for 

melanomas and basal-cell malignancies [4]. Total exposure is 

more significant for squamous-cell skin malignancies than the 

time it occurs. Moles can be the cause of 20-30% of 

melanomas. Additionally, those with weak immune systems 

due to HIV or medicines or those with lighter skin are more 

vulnerable. 

Nonmelanoma skin cancer is the most prevalent kind, 

affecting at least 2-3 million individuals annually [5]. Due to 

the lack of accurate numbers, this is only a preliminary 

approximation. About 80% of nonmelanoma skin cancers are 

basal cell cancers, while 20% are squamous cell cancers. 

Rarely do deaths from basal-cell and squamous-cell skin 

malignancies occur. 

Approximately [6] 95000 people in the US alone receive a 

skin cancer diagnosis every day, and two people die from the 

disease every day on average. By the age of 70, one in two 

people will have cancer. According to the skin health 

department's prediction, there will be 196060 recorded 

instances of melanoma in 2020, 95710 of which will be 

noninvasive. This is an increase of 2% from the current 

number. The death rate is however reduced when skin cancer 

is detected early. To identify melanoma from dermoscopic 

picture doctors continue to use traditional techniques. The two 

most widely used techniques are the [7] "ABCDE" rule and 

"the 7-Point Checklist," which primarily rely on judgments 

based on asymmetry, border, color, size, evolution, 

inflammation, and changed feeling. But benign and skin 

lesions tissues have similar pixels and textures, it can 

occasionally be challenging to make a diagnosis by sight 

alone, which results in a high error rate. 

Dermoscopy is a popular image-based technique for skin 

cancer diagnosis in particular [8]. Dermoscopy is an in-vivo 

device that takes pictures, which are then analyzed by 

dermatologists in their clinics. Compared to conventional 

procedures, this imaging technology improves the diagnostic 

accuracy of skin lesion detection. A skin lesion is a region of 

your skin that is distinct from the surrounding skin. Lesions on 

the skin are frequent and can develop as a result of trauma or 

other skin damage, such as sunburn. Occasionally, they are a 

symptom of underlying disorders such infections or 

autoimmune diseases [9]. Although most skin lesions are 

benign and noncancerous, they can nonetheless be an 

indication of more serious conditions. In our approach, we use 

the DenseNet model to classify the skin lesions to produce the 

results accurately and with in less time. 

Benign Skin Lesions: 

Benign skin lesions are frequently noncancerous and 

harmless. These growths on your skin are known as lesions. 
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The majority of benign lesions don't require treatment unless 

they irritate you or you don't like the way they look. Benign 

skin lesions include as shown in Figure 1: 

• Acne 

• Birthmarks 

• Body hairs etc. 

 

 
 

Figure 1. Benign keratoses 

 

Melanoma Skin Lesions: 

Skin cancer refers to malignant lesions of the skin as shown 

in Figure 2. The most prevalent cancer in the US is skin cancer. 

Some of the examples are: 

• a wound that is chronic. 

• fresh skin growth. 

• alteration of an existing mole or growth. 

 

 
 

Figure 2. Melanoma 

 

 
 

Figure 3. Melanocytic nevi 

 

 
 

Figure 4. Basal cell carcinoma 

 

To identify skin lesions efficiently as per our experimental 

investigations with respect to the dataset HAM10000 the 

popular 7 kinds of skin lesions are as shown in Figures 3-7: 

• Melanocytic nevi 

• Melanoma 

• Benign Keratosis 

• Basal Cell Carcinoma 

• Actinic Keratoses 

• Vascular Lesions 

• Dermatofibroma 

 

 
 

Figure 5. Actinic keratoses 

 

 
 

Figure 6. Vascular lesions 

 

 
 

Figure 7. Dermatofibroma 
 

 

2. LITERATURE SURVEY 

 

• Ghalejoogh et al. [10] presented an automated skin lesion 

detection system. In order to remove hair from the lesion 

images pre-processing was employed. Then the lesion 

image segmentation is done using Otsu thresholding. 

Feature extraction is done based on the colour, shape and 

texture. Feature selection is done using Wrapper methods. 

Hierarchical structure-based stacking is used to classify 

the skin lesions 

• Al Masani et al. [11] performed the evaluation of skin 

lesion CAD. He proposed that more images. The accuracy 

of classification also improved when the model is fed with 

the segmented lesion images. It proved ResNet-50 

provided a better accuracy when compared to other CNN 

models.  

• Xie et al. [12] presented a model to classify the skin lesion 

as malignant or benign. The model is deployed to work on 
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the incomplete lesion images present in the dataset. 

Dimensionality reduction is used to eliminate the noisy 

features. Dimensionality reduction used is PCA. An 

ensemble model of BP network and fuzzy network is used 

for classification.  

• Hekler et al. [13] presented a model combining the human 

intelligence and artificial intelligence. A CNN model is 

trained with 11,000 images and 117 doctors were used to 

classify the skin lesions. This diagnosis is combined into 

a classifier. The computation time is higher for the model 

developed. 

• Sae-Lim et al. [14] presented an MobileNet CNN model. 

MobileNet is used for classification of the skin lesions. 

The efficiency of the classifier is improved by data up 

sampling and data augmentation. The model is tested on 

the HAM10000 dataset. The model gave better accuracy 

and precision and f-score compared to existing methods. 

• Kim et al. [15] presented an approach for automatic 

detection of the salient regions. The saliency map is 

constructed using a linear combination of colours. The 

trimap is constructed overcomes the limitation of the 

saliency map. The model performed better on three 

datasets. 

• Chen et al. [16] presented a method called ESSL which is 

derived from ELM classifier to classify the multiple 

classes of skin lesion. ESSL performed better than the 

SVM. This model can handle the memory issue. The 

model can classify the skin lesions in large datasets. 

• Tang et al. [17] presented a Global part CNN model. The 

model treats the global and local information equally. The 

G-CNN model is used to extract the global information of 

dermoscopy images. The P-CNN model is used to extract 

the local information of the lesion images.  

• Afza et al. [18] presented a model for skin lesion detection 

using statistical normal distribution and optimal feature 

selection. Statistical normal distribution is used for 

segmentation of lesion images. Histogram, colour are the 

extracted features. The selected features are fed into a 

CNN model. Best accuracy is obtained for cubic function.  

• The existing models tested their accuracy with only one 

dataset and the models may not work properly for 

imbalanced datasets. The models take more time for 

computation. A model is proposed to perform accurately 

on all the datasets and must work on imbalanced datasets. 

 

 

3. PROBLEM STATEMENT 

 

Skin cancers are types of cancer that develop on the skin. 

They arise as a result of the growth of aberrant cells with the 

potential to colonize or spread throughout the body. The three 

main kinds of skin cancer are melanoma, squamous-cell 

cancer, and basal-cell cancer (BCC). Nonmelanoma skin 

cancer is the term used to describe the first two skin cancers as 

well as a few less prevalent ones (NMSC). Basal-cell 

carcinoma has a sluggish growth rate and has the potential to 

harm nearby tissue. The most invasive cancers are melanomas.  

Skin cancer is not the dangerous cancer but the late 

identification of it can cause death. It can be cured if it is 

detected at the early stage. The detection technique of skin 

cancer is known as “Dermoscopy”. Dermoscopy is a tool that 

detects the skin cancer. To an alternate for the Dermoscopy 

technique we can use the deep learning algorithm. The deep 

learning algorithm which is used for image processing and 

image detection is DenseNet Convolution Neural Network. By 

using the DenseNet Convolutional Neural Network, we are 

developing a model which detects the skin lesion type.  

The model can be linked with the technology known as 

“Teledermatology”. Teledermatology is a technique in which 

the medical services use the telecommunication networks. By 

using this technology, the patient can know their problem 

without directly going to doctor. The patient can know about 

the disease at his home by himself. After that he can contact 

the doctor for the treatment. 

The objective of the proposed research is to develop a low-

cost model which can detect the lesion and able classify the 

lesion type with the help of the image that has been taken by 

the patient in his mobile in the less time. So, the identification 

of the cancer can be done at the early stage and the patient can 

be treated. 

• Dataset: 

The dataset used is “HAM10000”. [19] It is the official 

dataset for skin lesion classification which is available in 

Kaggle. The HAM10000 dataset contains the 10015 images of 

the seven different types of the skin lesions. The model is 

trained with this dataset can be seen in Figure 8. 

 

 
 

Figure 8. HAM10000 dataset 

 

Attributes in HAM10000 dataset: 

• lesion_id: lesion_id is the serial number assigned to the 

skin lesion taken from the patient.  

• image_id: image_id is the id number that is assigned to 

the image of the skin lesion. There are 10,015 images in 

the dataset. 

• dx: dx means diagnosis. Diagnosis means the type of skin 

lesion diagnosed. There are 7 types of skin lesions in the 

dataset. They are: 

1. Melanocytic nevi represented as ‘nv’ in the dataset. 

2. Melanoma represented as ‘mel’ in the dataset. 

3. Benign Keratosis represented as ‘bkl’ in the dataset. 

4. Basal Cell Carcinoma represented as ‘bcc’ in the 

dataset. 

5. Actinic keratoses represented as ‘akiec’ in the dataset. 

6. Vascular lesions represented as ‘vasc’ in the dataset. 

7. Dermatofibroma represented as ‘df’ in the dataset. 

• Age: The age of the patient from whom the skin lesion 

image is taken. 

• Sex: The gender of the person from whom the skin lesion 

image is taken. 

• Localization: The part of the body from which the image 

of the skin lesion is collected. 

 

 

4. PROBLEM METHODOLOGY AND SOLUTION 

 

4.1 Proposed methodology 

 

The Entire process of the proposed work can be seen in 

Figure 9. In this work, input data is taken from the 
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“HAM10000” dataset from Kaggle. In the next step, input 

images are resized using the computer vision library, resizing 

of images must be done to focus more on the lesion area, 

splitting of the dataset into training dataset and testing dataset 

is done. In the next step, 80% of the dataset is used for training 

and 20% is used for testing. Here we proposed DenseNet 

Model with five convolutional layers is trained up to 100 

epochs by training dataset. The trained DenseNet model is 

tested on the testing dataset and the accuracy is measured and 

evaluated. Our experimental investigations emphasize that the 

detection of skin lesion of input data image. 

 
 

Figure 9. Block diagram for proposed methodology 

 

4.2 Modules 

 

Importing the required libraries: 

import numpy as np  

import pandas as pd  

import matplotlib.pyplot as plt 

from tensorflow. Keras. Preprocessing. Image import 

ImageDataGenerator 

• NumPy:  

NumPy is a predefined library in python. Numerous 

mathematical operations can be carried out on arrays 

with NumPy.  

• Pandas: 

Pandas is an open-source library designed primarily 

for using relational or labelled data quickly and easily.  

• Matplotlib: 

For 2D displays of arrays, the Python visualization 

tool Matplotlib is fantastic. 

• Tensorflow: 

TensorFlow, an Open-Source deep learning and 

machine learning library, is useful for voice search, 

text-based applications, image identification, and 

many other things. 

• ImageDataGenerator: 

ImageDataGenerator is used to transform the input 

image like rotating, resizing etc.  

Reading the input data: 

With the help of pandas, we can read the HAM10000 

dataset which is required in our project. HAM10000 (Human 

Against Machine) is an image dataset which is published by 

Vienna Medical University. This dataset is adopted for skin 

lesion classification as seven different types of classes. This 

dataset contains of about 10,015 skin lesion image samples 

which are collected from different age groups and different 

parts of the patients. 

Resizing the images in the dataset: 

The most crucial step is resizing the photographs. The 

dataset's original image will be 500 x 500 pixels in size. The 

lesion area, the healthy area, and the skin's hair can all be seen 

in this photograph. The photograph needs to be enlarged in 

order to highlight the lesion region more. The original image 

has been resized to 100 × 100 in size. Resizing places 

additional emphasis on the lesion region. The accuracy of the 

classification is impacted by this step. It is necessary to resize 

and store in an array all 10,015 photos. With the use of 

computer vision, the image is resized. The fundamental 

segmentation technique we use is image resizing. By this step, 

we focus more on the lesion area by leaving the unwanted skin 

parts. The output of the entire resizing image can be seen in 

Figure 10. 

 

 
 

Figure 10. Output of resizing the image 

 

Splitting the dataset: 

The splitting of dataset as training dataset and testing 

dataset is done in this step. The training dataset will be used 

for training the DenseNet CNN model. The trained DenseNet 

model will be tested on the testing dataset. In order to avoid 

underfitting and overfitting, 80% of the dataset will be used as 

training dataset and 20% will be used as testing dataset.  

The size of the total dataset is 26,115 images of dimension 

100 x 100.  

The size of our training set is 20,892 images. 

The size of our testing dataset is 5,223 images. 

Training DenseNet CNN model: 

The architecture of DenseNet is mentioned in the below 

Figure 11. The two types of layers convolution and pooling are 

alternative. The number of filters increase as the network 

moves from left to right. The last stage of the network contains 

one or more fully connected layers which classifies the output. 

The architecture of DenseNet consists mainly four types of 

layers convolutional layer, dense block, pooling layer and 

fully connected layer. 

 

 
 

Figure 11. DenseNet CNN architecture 

 

• Dense Block: Dense Blocks links all layers directly with 

matching feature-map sizes. In order to maintain the feed-
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forward nature, each layer receives extra inputs from all 

levels that came before it and transmits its own feature-

maps to all layers that came after it. 

• Covolution: The use of convolution is to identify the 

suitable attributes from the image that is taken as the input. 

• Pooling: Pooling is also known as down sampling. It is 

used in the reduction of the unwanted features that are 

extracted. 

• Fully connected: The classification is done by the fully 

connected layer. The outputs of convolution and pooling 

passes to fully connected layer. These outputs are used to 

classify the input image. 

• ReLu: ReLu means “Rectified Linear Unit”. “ReLu” 

activation function is used to make the negative features 

extracted by the model as zero. If the features extracted 

are positive then those features will be sent to the next 

layers. If the features are negative then they will made as 

zero. 

• Batch Normalization: Every layer of the network can 

learn more independently thanks to a layer called batch 

normalization. It is used to normalise the output of the 

preceding layers. The normalising activations scale the 

input layer. Usage of batch normalization makes learning 

more effective. 

• Dropout: The regularization method used to stop 

overfitting in the model is called dropouts. A certain 

percentage of the network's neurons are switched at 

random with the addition of dropouts. The incoming and 

outgoing connections to the neurons are also turned off 

when they are turned off. To help the model learn more 

effectively, this is done. 

• SoftMax: SoftMax is used to label the regions present in 

the image. The lesion area is labelled as ‘1’ and the 

healthy area is labelled as ‘0’. SoftMax layer is the output 

layer. It gives the classified output image. 

The DenseNet model is trained on the training dataset. At 

first input image of dimensions 100 x 100 x 3 is given as input 

to covolution layer. The number of filters is 96 in first 

convolution layer. The output of the first convolution layer is 

sent to max pooling layer for down sampling. The second 

convolution layer takes the output of max pool layer as input. 

It contains 256 filters. These operations are performed until the 

image is flatten out. The dropout factor is 0.5. The activation 

function used in hidden layers is ‘ReLu’ and activation 

function used in output layer is ’SoftMax’.  

  

Testing the model: 

The trained model is tested on the testing dataset which 

contains 5,233 images. The model accurately predicted 4,244 

images. 

Measuring the accuracy: 

There are seven classes of lesions in the HAM10000 

dataset. They are: 

• Melanocytic nevi 

• Melanoma 

• Benign-Keratoses 

• Basal cell carcinoma 

• Actinic keratoses 

• Vascular lesions 

• Dermatofibroma 

The accuracy of each class is measured as per the predicted 

output of the lesion. If the predicted type matches with the type 

of the lesion present in the dataset the accuracy is counted. 

Skin Lesion Detection: 

The output of the model is the prediction of the type of the 

lesion. The result is displayed in the Figure 12. 

 

 
 

Figure 12. Skin lesion detection 

 

 

5. RESULTS 

 

First, the images are resized into 100 x 100 standardized 

size. The images are turned in each and every angle. The image 

is taken as input to the first network layer. The operations like 

Max Pooling, Coevolution, etc. are applied to extract the 

features like color, shape. These operations are performed 

until image is flatten. The batch size is 32 and the number of 

epochs is taken as 100. 

Accuracy of the model with no. of epochs is mentioned in 

Table 1. 

 

Table 1. Accuracy for no. of epochs 

 
S.NO No. of epochs Accuracy 

1  20 65.64 

2 50 79.01 

3 80 86.63 

4 100 90.02 

 

Figure 13 shows the accuracy of the model for 100 epochs. 

X-axis shows epochs and Y-axis shows accuracy.  

 

 
 

Figure 13. Accuracy of the model 

 

Figure 14 describes the accuracy of model for the type of 

skin lesion. 
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Table 2 compares the accuracy of the model with the 

existing models on three different datasets. 

 

 
 

Figure 14. Accuracy for type of skin lesion 

 

Table 2. Comparison of accuracy 

 
MODEL DATASET ACCURACY 

GP-CNN ISIC 2016 89.6% 

PROPOSED ISIC 2016 90.02% 

GP-CNN ISIC 2017 87.56% 

PROPOSED ISIC 2017 88.52% 

CNN model with 

Human and AI 

HAM10000 82.95% 

MobileNet CNN  HAM10000 83.93% 

PROPOSED HAM10000 90.02% 

 

 

6. CONCLUSION AND FUTURE SCOPE 

 

6.1 Conclusion 

 

In this work, DenseNet CNN model is described for 

detection of skin lesion. Several steps are there for detection 

of skin lesion using DenseNet CNN. HAM10000 dataset is 

used in this work. The dataset contains of 10,015 skin lesion 

image samples which are collected from various people. The 

original images are resized using computer vision and stored. 

DenseNet model is trained with the resized images. Finally, 

the results of the DenseNet CNN model are compared with the 

GP-CNN and MobileNet CNN models. The accuracy of 

DenseNet is more compared to GP-CNN and MobileNet CNN 

models. Obtained accuracy on ISIC 2016 is 90.02% and on 

ISIC 2017 is 88.52% and on HAM10000 is 90.02%.  

 

6.2 Future scope 

 

In this methodology, we used CNN and it has taken more 

time for giving the result. As, to reduce the computational time 

and to give more accurate results the model can be developed 

using the CNN for segmentation. The model can also be made 

as a web app where the user can directly upload the image of 

the lesion and can know the type of the lesion. So, the patient 

can identify the cancer at the early stage. 
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