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#### Abstract

As a core component of electronic products in industrial production, the printed circuit board (PCB) is highly integrated, and carries various electronic components and complex wire layout. Although the PCB has a small size, its defect detection directly affects the quality of circuit board, which is of great significance. This research aimed to study PCB defect detection based on machine vision technology, because the product quality inspection requirements have been continuously increasing in industrial modernization. Whether the object region segmentation algorithms are fast, effective, and accurate directly affects the effects and efficiency of subsequent machine vision defect detection, because object region segmentation is a key step in PCB defect detection. Three types of object region segmentation algorithms, namely, color space threshold segmentation, morphological edge detection segmentation, and K-means clustering segmentation, were studied, and their advantages and disadvantages were analyzed in detail. A suitable algorithm was selected for detection object through experiments, which laid the foundation for better algorithm improvement and segmented object regions quickly and accurately in the defect detection process.


## 1. INTRODUCTION

Due to industrial automation and the miniaturization development trend of electronic products, the production manufacturing process of PCBs has becoming increasingly complex, and the PCB has been increasingly well-made and tends to be lighter, thinner and smaller, which also puts forward higher requirements for product quality inspection. Compared with traditional manual detection methods, the defect detection methods based on machine vision technology and image processing technology have several advantages, such as non-contact, highly efficient and accurate. Therefore, the detection methods combined with artificial intelligence, machine vision, and image processing have become the industrial detection trend [1-3].

The defect information of a PCB image is reflected by changes in the small-scale wiring layer region, including changes in edge contour and color. The wiring layer region should be accurately segmented from the image in order to reduce the amount of calculation in the defect detection algorithm. The accuracy of object region segmentation is an important prerequisite for PCB defect detection. At present, most color image segmentation algorithms are obtained by combining the grayscale image segmentation algorithm with the appropriate color space. It is necessary to choose the appropriate method in practice, based on the specific application environment [4-6].

In the study [7], a series of image processing algorithms were used for threshold segmentation and feature extraction of solder joint region in the image, which realized defect detection. As for the low-efficiency traditional sorting of PCB defects in the semiconductor industry, a supervised learning-
based model was applied to sort PCB defect detection by Pham et al. [8]. The K-means clustering segmentation algorithm was used by Niu et al. [9] to detect the bare PCB, which aimed to improve the detection accuracy and speed. As for the characteristics of fuzziness and noise in PCB optoelectronic images, a circle detection method of the images was proposed by Qiao et al. [10, 11] based on the improved Hough transform. The basic principle of circle detection based on the traditional Hough transform algorithm was first discussed, and the shortcomings were pointed out. Then the basic principle of the circle detection method based on the improved Hough transform was analyzed in detail. The adopted image processing algorithm obtained the best edge information and had short calculation time. A PCB automatic detection method was proposed by Hassanin et al. [12-15], which accurately determined the fault location and identified the fault type. Several digital image processing technologies were used, including registration, filtering, foreground segmentation, mathematical morphology operation, subtraction, feature extraction and component matching. PCB solder joints were detected by Jiang et al. [16] based on the automatic threshold image segmentation algorithm and the mathematical morphology image processing algorithm.

In order to meet the real-time requirements of defect detection, the segmentation algorithm should be accurate and fast and minimize the complexity [17-19]. After analyzing three types of image segmentation algorithms, namely, color space threshold segmentation, morphological edge detection segmentation, and K-means clustering segmentation, these algorithms were used to segment PCB images. The optimal algorithm was selected through experimental comparison, which reduced the amount of calculation, improved detection
efficiency, and retained the color information of the detected images.

## 2. METHOD

### 2.1 Color space threshold segmentation algorithm

Histogram threshold segmentation algorithm is the most common segmentation algorithm. Significant gray difference exists between the object and background regions, and corresponds to different peaks in the gray distribution histogram, which is the theoretical basis of the algorithm. The threshold was selected between the peaks to segment the image into object and background regions. Although this method is intuitive and segments images with strong changes in brightness and darkness very well, it is sensitive to nonuniform color in the same region.

In the uniform color space, the color difference among all PCB image regions has obvious separability, as shown in Figure 1. Therefore, the threshold was set in the CIE $L^{*} a^{*} b^{*}$ space and the pixels were classified in order to realize the object segmentation.


Figure 1. Distribution of PCB image pixels in the CIE $L^{*} a^{*} b^{*}$ space

After calculating the components of $L^{*}, a^{*}$ and $b^{*}$, corresponding to all pixels in the filtered image, they were mapped to the CIE $L^{*} a^{*} b^{*}$ space, as shown in the following formula.

$$
\begin{equation*}
R G B\{f(x, y)\} \Rightarrow\left\{\left(L^{*}, a^{*}, b^{*}\right)\right\} \tag{1}
\end{equation*}
$$

The correspondence between the pixel $f(x, y)$ and the point $\left(L^{*} a^{*} b^{*}\right)$ in the CIE $L^{*} a^{*} b^{*}$ space was established. Although the pixels in the same region were far apart in the image, they concentrated in the CIE $L^{*} a^{*} b^{*}$ space. However, due to color difference, the pixels in different regions were far apart in the space. After setting the threshold range of three dimensions $U_{L^{*}}, U_{a^{*}}$ and $U_{b^{*}}$, the spatial point set was divided into two categories, i.e. pixels in the object and background regions. The discriminant was as follows:

$$
T\{\xi\}=\left\{\begin{array}{rr}
A & \xi_{L^{*}} \in U_{L^{*}}, \xi_{a^{*}} \in U_{a^{*}}, \xi_{b^{*}} \in U_{b^{*}}  \tag{2}\\
B & \text { other }
\end{array}\right.
$$

The points, with all three spatial components within the threshold range, were the object points, and the corresponding
pixels were the object region pixels and labeled as category A points. The remaining points were background points, and the corresponding pixels were labeled as category B points.

The threshold range should be determined based on the object region pixel distribution of the PCB image in the CIE $L^{*} a^{*} b^{*}$ space. After obtaining the mean point coordinates of spatial distribution $\left(\overline{L^{*}}, \overline{a^{*}}, \overline{b^{*}}\right)$ and the distribution variances in all dimensions $\sigma_{L^{*}}, \sigma_{a^{*}}$ and $\sigma_{b^{*}}$, the threshold range was determined according to the $\sigma$ principle, as shown in Formula (5). For image detection of PCBs in the same batch, the obtained threshold range was used as a fixed value.

$$
\left\{\begin{array}{c}
\overline{L^{*}}=\frac{\sum_{i=1}^{n} L_{i}^{*}}{n}  \tag{3}\\
\overline{a^{*}}=\frac{\sum_{i=1}^{n} a_{i}^{*}}{n} \\
\overline{b^{*}}=\frac{\sum_{i=1}^{n} b_{i}^{*}}{n}
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\sigma_{L^{*}}=\sqrt{\frac{\sum_{i=1}^{n}\left(L_{i}^{*}-\overline{L^{*}}\right)^{2}}{n-1}}  \tag{4}\\
\sigma_{a^{*}}=\sqrt{\frac{\sum_{i=1}^{n}\left(a_{i}^{*}-\overline{a^{*}}\right)^{2}}{n-1}} \\
\sigma_{b^{*}}=\sqrt{\frac{\sum_{i=1}^{n}\left(b_{i}^{*}-\overline{b^{*}}\right)^{2}}{n-1}}
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
U_{L^{*}}=\left[\overline{L^{*}}-6 \sigma_{L^{*}}, \overline{L^{*}}+6 \sigma_{L^{*}}\right]  \tag{5}\\
U_{a^{*}}=\left[\overline{a^{*}}-6 \sigma_{a^{*}}, \overline{a^{*}}+6 \sigma_{a^{*}}\right] \\
U_{b^{*}}=\left[\overline{b^{*}}-6 \sigma_{b^{*}}, \overline{b^{*}}+6 \sigma_{b^{*}}\right]
\end{array}\right.
$$

To enhance the separability of pixels among regions, the image linear contrast was enhanced simply in the RGB (red, green and blue) space before segmentation, as shown in Formula (6).

$$
f_{E}(\xi)=\left\{\begin{array}{cc}
0 \quad \alpha f(\xi)+\beta \prec 0  \tag{6}\\
\alpha f(\xi)+\beta \quad 0 \leq \alpha f(\xi)+\beta \leq 255 \\
255 & \alpha f(\xi)+\beta \succ 255
\end{array}\right.
$$

where, $f(\xi)$ is the $\mathrm{R}, \mathrm{G}$, and B components of the pixel $\xi$. The amplification coefficient $\alpha$ and the translation coefficient $\beta$ were determined through experiment.

The color space threshold segmentation algorithm had a simple principle, a small amount of calculation, and fast execution speed. However, the threshold range process parameters were selected based on a large number of
experiments. At the same time, the threshold selection lacked the adaptive ability and the algorithm had poor robustness.

### 2.2 Morphological edge detection segmentation algorithm

Edge detection of a grayscale image is generally realized by calculating the first or second derivative of the image. However, the image gradient is generally calculated in practical operation, by considering that the image does not meet the continuous derivable condition.

In the edge detection algorithm, the derivative or gradient information of the image is used to judge the edge, which leads to a contradiction between noise resistance and detection precision. In addition, the algorithm is highly complex.

The two basic operations of morphology are corrosion and expansion, which are the basis of many morphological treatments. The mathematical expressions of corrosion and expansion operations are shown in Formulas (7) and (8).

$$
\begin{align*}
& A \Theta B=\{\forall b \in B, \exists a \in A: x=a-b\}=\left\{x \mid(B)_{x} \subseteq A\right\}  \tag{7}\\
& A \oplus B=\{\exists a \in A, b \in B: x=a+b\}=\left\{x \mid\left[(\hat{B})_{x} \cap A\right] \neq \varnothing\right\} \tag{8}
\end{align*}
$$

where, $A$ is the pixel set, $B$ is the structuring element, $\hat{B}$ is the complementary set of $B$, and $\varnothing$ is an empty set. Corrosion can be understood as the set of $x$ that remains in $A$ after $B$ has successively translated $x$ on $A$. Expansion can be understood as the set of all translations $x$ of $B$ on $A$, which satisfies the condition that the intersection between $\hat{B}$ and $A$ is not empty. Figure 2 is a schematic diagram of corrosion and expansion operations, with the $3 \times 3$ rectangle as the structuring element B.


Figure 2. Principle of corrosion and expansion operations
Expansion expands the region contour in the image, while corrosion reduces the region contour, leading to the following conclusion.

$$
\begin{equation*}
A \Theta B \leq A \leq A \oplus B \tag{9}
\end{equation*}
$$

The difference between the two was the edge contour of the image, which was defined as the gradient operator in morphology and was described below.

$$
\begin{equation*}
\operatorname{Grad}_{M}=A \oplus B-A \Theta B \tag{10}
\end{equation*}
$$

Brightness component map of the image in the CIE $L^{*} a^{*} b^{*}$ space was first separated, and the image edge contour was obtained according to Formula (10), which segmented the object region. The morphological edge detection obtained clear edge, because differentiation and others were not needed to be calculated. The noise interference on the results was eliminated by changing the size of the structuring element. At the same time, the edge obtained by subtraction operation retained edge details very well. Therefore, the edge detection effects of PCB images were significantly better than that of the gradient operation-based edge detection algorithm. However, the edge detected by this method was greatly influenced by the shape and size of the structuring element, which may lead to "over-processed" defect edge details during corrosion and expansion operations due to the structuring element selection, resulting in a certain degree of information distortion and affecting the defect feature extraction.

### 2.3 K-means clustering segmentation algorithm

The color space threshold segmentation algorithm needs to be supported by prior knowledge, while the shape and size of the structuring element needs to be set according to the actual situation in the morphological edge segmentation algorithm. Due to human intervention, the segmentation results of these methods were influenced by subjective factors. However, the clustering means data self-organizing into several meaningful clusters using certain similarity measure, and is an unsupervised learning method. The entire process is completely driven by the data itself, without the information involvement of known clusters.

The K-means clustering algorithm is a partition-based clustering method, which aims to find $K$ cluster centers $c_{l}$, $c_{2}, \ldots, c_{k}$, and enable the quadratic sum of the distance between each data point $x_{i}$ and its nearest cluster center $c_{v}$ to be minimized [15].

PCB image pixels have good separability in the CIE $L^{*} a^{*} b^{*}$ space, and the region types of the PCB image are definite, including wiring layer, solder mask, silk screen layer, pad, plated through hole and so on. The selection of $K$ cluster centers is clear, when the PCB image is segmented using the K-means clustering algorithm.

Based on the above considerations, the K-means clustering algorithm was used to segment the PCB image. The specific steps were as follows:

1. After all pixels of the PCB image were mapped to the CIE $L^{*} a^{*} b^{*}$ space to form the data point set $P=\left\{x_{1}, x_{2}, \cdots x_{n}\right\}$, the index relationships of coordinate positions between the data points and corresponding pixels in the image were established;
2. According to the situation in Figure 1, three initial cluster centers were selected, and labeled as $c_{1}, c_{2}$ and $c_{3}$;
3. After calculating the distance between each data point $x_{i}$ and each cluster center, the data point was categorized into the cluster $C_{v}$ of the nearest cluster center. The distance was calculated according to Formula (11), and the classification of clusters met the following conditions:

$$
\begin{gather*}
\|f(x, y)-f(m, n)\| \\
=\sqrt{\left(L_{x, y}^{*}-L_{m, n}^{*}\right)^{2}+\left(a_{x, y}^{*}-a_{m, n}^{*}\right)^{2}+\left(b_{x, y}^{*}-b_{m, n}^{*}\right)^{2}}  \tag{11}\\
\bigcup_{v=1,2,3}^{\beta} C_{v}=P \tag{12}
\end{gather*}
$$

$$
\begin{equation*}
C_{i} \cap C_{j}=\varnothing(i, j=1,2,3, \quad i \neq j) \tag{13}
\end{equation*}
$$

4. Positions of cluster centers were updated based on the classification results. That is, the centers of all clusters were recalculated and used as new cluster centers $C_{1}{ }^{(k)}, C_{2}{ }^{(k)}$ and $C_{3}{ }^{(k)}$, with the upper right corner mark as the number of updates. The center position was calculated using the means of all data point coordinates in each cluster;
5. The quadratic sum $D$ of the distance between each data point and its nearest cluster center was calculated using the following formula:

$$
\begin{equation*}
D=\sum_{i=1}^{n}\left(\min _{v=1,2,3}\left\|x_{i}-c_{v}\right\|\right)^{2} \tag{14}
\end{equation*}
$$

where, $\left\|x_{i}-c_{v}\right\|$ is calculated according to Formula (11);
6. It was determined whether the $D$ value converged. If it did not converge, the execution should be returned to Step 3 and continue. If the $D$ value converged, the calculation was terminated, and all data points were classified according to the latest cluster centers to obtain the final clustering results. According to the index relationships between data points and corresponding pixel coordinates, the pixels were classified and labeled, thus dividing the PCB image into three different regions, namely, solder mask region, wiring layer region, and pad region.

Selection of initial cluster centers in the above Step 2 was crucial, because different choices led to completely different results and affected the convergence speed of $D$. To avoid the clustering results falling into the local optimal solution, the initial cluster centers were selected using the K-means++ algorithm, which aimed to make the distance among the initial cluster centers as far as possible. The specific selection rules were as follows:

1. A data point was randomly selected as the center;
2. The distance $d\left(x_{i}\right)$ between all points and their nearest center points was calculated, and saved in an array to calculate the sum of all distances sum;
3. The next center point was calculated using the reference weight. After selecting a random number $\gamma$ within the range [0,sum], each distance $d\left(x_{i}\right)$ in the array was subtracted successively by $\gamma$ until $\gamma$ was less than or equal to 0 . At this time, the corresponding data point was the next center point, which effectively ensured that larger data points in $d\left(x_{i}\right)$ had a high probability of being selected as the new center point;
4. Steps 2 and 3 were repeated until $K$ center points were selected;
5. These $K$ center points were used as the initial cluster centers, and then the standard K-means clustering algorithm was operated.

The K-means clustering segmentation was used for the PCB image using the above method, which obtained three cluster centers, i.e., the distribution centers of pixels in different regions in the CIE $L^{*} a^{*} b^{*}$ space. Due to different materials, the brightness components of different regions in the CIE $L^{*} a^{*} b^{*}$ space in the PCB images always maintained certain size relationships. Specifically, the pad region was the brightest, which was followed by the wiring layer region, and then the solder mask. After sorting the three cluster centers according to their brightness components, the wiring layer and pad regions, in which the algorithm was interested, were extracted, with the rest as the background region.

As an unsupervised learning mechanism, the segmentation
results of the K -means clustering algorithm were more objective and best reflected the true boundary information among regions. Meanwhile, the algorithm had significantly better robustness than the color space threshold segmentation algorithm, because its calculation results were completely controlled by the data itself.

## 3. EXPERIMENTS AND SEGMENTATION EFFECTS

The same object was used for the experiments, as shown in Figure 3, which had been processed using the bilateral filtering. The figure included solder mask, wiring region, pad region, etc., as well as a significant bright spot caused by dust particles.


Figure 3. PCB image to be segmented

### 3.1 Experimental results of the color space threshold segmentation algorithm

Linear contrast of the image was enhanced according to Formula (6), as shown in Figure 4(a), with $\alpha=1.5$ and $\beta=-100$ as the parameter setting. Based on prior knowledge, the segmentation thresholds $U_{L^{*}}=[170,255], U_{a^{*}}=[35,130]$ and $U_{b^{*}}=[130,215]$ were selected. The segmentation results are shown in Figure 4(b), where the white corresponds to the segmented object region and the black corresponds to the background region. It can be seen that this method has basically segmented the object region, but many serrated small protrusions or depressions have been generated on the boundary, which interfered with the defect feature extraction. At the same time, the segmentation results were greatly affected by noise.


Figure 4. Results of the threshold segmentation algorithm in the CIE $L^{*} a^{*} b^{*}$ space

### 3.2 Experimental results of the morphological edge detection segmentation algorithm

The image brightness component in the CIE $L^{*} a^{*} b^{*}$ space was extracted, as shown in Figure 5(a). Different structuring
elements with the size of $3 \times 3$ were used for morphological edge extraction of the image, as shown in Figure 5(b) to Figure 5(d). The corresponding three structuring elements were crossshaped, rectangular, and circular. It can be seen that the algorithm has better edge processing effects than the threshold segmentation algorithm. However, the color difference within the same region significantly affected the detection, easily leading to edge misdetection. At the same time, structuring elements in different shapes caused different segmentation results, indicating that the algorithm was greatly influenced by human factors.


Figure 5. Results of the morphological edge detection segmentation algorithm

### 3.3 Experimental results of the K-means clustering segmentation algorithm

Image pixels were classified into clusters according to the algorithm steps, which obtained three cluster centers, as shown in Table 1. The brightness center $\overline{L^{*}}$ of different clusters satisfied certain size relationships. Therefore, based on previous analysis, it was determined that Cluster 1 corresponded to the pad region pixels, Cluster 2 corresponded to the wiring layer region pixels, and Cluster 3 corresponded to the solder mask pixels. In addition, clusters 1 and 2 were merged. The final segmentation results are shown in Figure 6, where the white corresponds to the object region composed of the wiring layer and the pad, and the black represents the background region. It can be seen from the figure that the segmentation algorithm has the best effects. The clustering algorithm made adaptive adjustments, and the boundaries among different regions were clear and reliable. In addition, the algorithm had better partition consistency than the color space threshold segmentation algorithm, without significant serrated particle phenomenon. Meanwhile, compared with the morphological edge detection segmentation algorithm, the color instability in the same region did not affect the results of the clustering segmentation algorithm.

Table 1. Cluster centers obtained by the K-means clustering algorithm

| No. | $\overline{\boldsymbol{L}^{*}}$ coordinate | $\overline{\boldsymbol{a}^{*}}$ coordinate | $\overline{\boldsymbol{b}^{*}}$ coordinate |
| :---: | :---: | :---: | :---: |
| Cluster 1 | 252 | 123 | 143 |
| Cluster 2 | 209 | 52 | 198 |
| Cluster 3 | 69 | 94 | 157 |



Figure 6. Results of the K-means clustering segmentation algorithm

## 4. CONCLUSION

Combined with the characteristics of PCB color images, this study analyzed the limitations of RGB color model on image processing, and chose to preprocess the images in the CIE $L^{*} a^{*} b^{*}$ color space. Bilateral filtering algorithm was used to reduce the image noise, which effectively protected the image edge details. The K-means clustering algorithm was chosen to accurately segment the wiring layer and pad regions in the image to reduce the subsequent amount of calculation, after comparing the three segmentation algorithms, namely, color space threshold segmentation, morphological edge detection segmentation, and K-means clustering segmentation. The experiments showed that the K-means clustering segmentation algorithm obtained the optimal segmentation results of PCB images, which classified and labeled all pixels according to the clustering results, extracted regions of interest as the research objects of subsequent defect feature extraction and detection, thus reducing the amount of calculation. However, the image itself was still a color image, i.e., all pixels still retained complete color information. Therefore, the image was used by the defect feature extraction algorithm, which effectively segmented regions of interest, such as the wiring layer and pad regions, thus ensuring that high quality images were used as the input of the defect detection algorithm.
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