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Considering that breast cancer has been one of the most common diseases in recent years, 

its early diagnosis and recognition can be effective in its treatment. Image processing 

techniques are effective methods in diagnosing breast cancer patients. In this method, 

mammography images are analyzed using image processing techniques and algorithms 

based on them. Image enhancement and segmentation are done by the density-based 

method. Analysis by ensemble empirical mode decomposition (EEMD) and feature 

extraction by autoencoder are the most important elements of the proposed method. 

Finally, by the boosting class, it is classified into images. The results show that the 

accuracy of the proposed method is 92.42, which is much better than other compared 

methods.  
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1. INTRODUCTION

Breast cancer is a type of cancer that starts in the breast

tissue. Being a woman is the most important risk factor for 

breast cancer. Although men also get this cancer, the 

probability of it in women is more than one hundred times. 

Other symptoms of breast cancer can be a lump in the breast, 

a change in the shape of the breast, dimpling of the skin, 

discharge from the nipple, or peeling of the skin [1, 2]. 

Compared to other cancers and other important causes of death 

such as cardiovascular diseases, breast cancer occurs earlier 

and therefore it is considered the biggest cause of loss of years 

of life in women and the biggest problem for their health. 

Although this disease is widely spread, it can be recognized on 

time and definitive treatment is widespread, it can be 

recognized on time and definitive treatment. Breast cancer is a 

fatal disease if it is managed too late because it is a malignant 

tumor from the breast gland. This gland includes mammary 

glands and other supporting tissues that spread, destroy and 

metastasize [3].  

At present, the most effective way to reduce the number of 

breast cancer patients is through early detection, proper 

identification of breast cancer risk for women, and proper use 

of breast cancer prevention methods, and the most used and 

accessible exam for the early detection of all types of breast 

cancer is mammography.  

Breast cancer starts from the tissue of the lymph glands 

called lobules, which produce milk, and also from the channels 

that connect the lobules to the nipple. The rest of the other 

breast tissues include fat, lymphatic, and connective tissue. 

Breast cancer screening is done using mammograms [4].  

The importance of the category of processing medical 

images, including the processing of mammography images, is 

that it helps the radiologist to diagnose the disease more easily, 

and in this way, the patient is protected against the irreparable 

risks that he will face.  

In this article, an attempt was made to present a method 

based on ensemble empirical mode decomposition (EEMD) 

after pre-processing of mammography images, which is 

capable of classifying images based on their characteristics. 

The method based on analysis by EEMD has not been used to 

classify this type of image.  

The structure of the article is as follows: First, the previous 

cloud methods will be reviewed, then the proposed method 

will be presented. Finally, in the next section, the experiment 

and conclusions will be presented. 

2. RELATED WORK

Robertson et al. [5] used an efficient method to classify and

diagnose breast cancer cells. In this work, the classification 

based on the normal and abnormal characteristics of 

microscopic images was taken and the neural network with the 

radial basis function was implemented in the database. The 

ability to detect breast cancer by this method was reported as 

80.4%. 

Liu et al. [6] used machine learning methods to diagnose 

and predict breast cancer. Support vector machine (SVM) 

classifier and weight definition for feature vectors on 

mammography images were used to classify cancer patients. 

In this method, detection accuracy of about 81% was obtained. 

In 2018, Mohamed and Salem [7] presented an automatic 

method for classifying mammogram images. This study has 

investigated the database of Digital Screening Mammography 

(DDSM). The proposed algorithm consists of three main steps. 

First, three different types of features are separated from the 

mass. Then the most relevant features are selected using the t-

test algorithm and finally, the classification is done to 

distinguish between benign and malignant masses using three 

classifiers, artificial neural network, support vector machines, 
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and k-nearest neighbor. The artificial neural network has 

obtained the best results with an accuracy of 98.9%. 

In 2017, Pérez et al. [8] presented a method for classifying 

mammogram images. Digital Mammography Screening 

Database (DDSM) was used in this research. Artificial neural 

networks (ANN) using an outsourcing method (Back-

Propagation) as well as texture features have been used to 

classify images into three categories: normal, benign, and 

cancer. The accuracy obtained from this method is 84.72% on 

average [8]. 

In the method [9], to evaluate and compare AlexNet, 

GoogLeNet, Resnet50, and Vgg19 architectures for breast 

injury classification after using fine-tuned transfer learning 

and CNN training with regions extracted from MIAS and 

INbreast databases. Been paid. The classifier included 4 

classes, which included benign and malignant 

microcalcifications and masses. The report shows that 

GoogLeNet is used as a classifier in a CAD system to deal with 

breast cancer and the proposed accuracy is 91.92. 

In this method [10], he has investigated the methods of 

classification and feature extraction. Thus, Hough transform is 

used to detect distinctive features of mammography images. It 

is classified using SVM. More classification accuracy than 

other classifications was achieved using the SVM classifier. 

This method has been tested and classified on 95 

mammography images. The results show that the proposed 

method effectively classifies abnormal mammograms. 

In another method [11], the transfer learning technique has 

been used on three data sets A, B, C, and A2 for the automatic 

detection and diagnosis of breast cancer, A2 is the data set A 

with two classes. Ultrasound images and histopathology 

images are used in this method. The model used in this work 

is a CNN-AlexNet that is trained according to the requirements 

of the dataset. 

 

 
3. PROPOSED METHOD 

 

 

 
Figure 1. Proposed method 

 

In the proposed method, after pre-processing the data, they 

are segmented by the density estimation method. In the next 

section, segmented image analysis by EEMD is discussed. 

Then, feature extraction is done by an auto encoder. Then the 

dimension reduction is done by the gray wolf algorithm. 

Eventually, images are classified into cancerous and non-

cancerous categories using the boosting method. The 

flowchart of the proposed method is shown in Figure 1. 

 

3.1 Pre-processing  

 

One of the challenges of improving images is choosing the 

right method for the right improvement. Improvement in 

mammography images, especially dense breasts, is achieved 

by increasing contrast. The contrast between malignant tissue 

and breast tissue in a mammogram is below the threshold for 

human perception. Contrast Limited Adaptive Histogram 

Equalization (CLAHE) is one of the common techniques in 

which the contrast range is changed in such a way that the 

histogram is based on the cumulative distribution function of 

the desired shape. Therefore, CLAHE is used to improve 

image contrast and increase the contrast between masses and 

surrounding tissues [12]. 

 

3.2 Segmentation using density estimation 

 

In this section, the segmentation based on density 

estimation is used with the help of the cumulus interactive 

thresholding method. This method allows for the separation of 

the dense parenchymal tissue part from the non-dense tissue 

part by manually adjusting the intensity threshold in 

mammography images. Then the density percentage (PD) is 

automatically calculated with the help of calculating the 

relative amount of dense tissue in the entire breast area. This 

method [13] proposed an interactive thresholding technique 

that selected gray-level thresholds from which the breast and 

dense tissue regions in the breast were identified. Then it 

calculates the density ratio of the radiograph from the 

histogram of the image [14-17]. 

 
3.3 Decomposition using EEMD 

 
EMD method is a widely used algorithm for analyzing non-

linear and non-stationary signals. This method is based on 

analyzing the signal into its constituent (Intrinsic Mode 

Functions) IMFs, the feature of IMFs is that each one has a 

significant instantaneous frequency. The necessary conditions 

for a signal to be selected as IMF (with significant 

instantaneous frequency) are as follows:  

1-During the entire function data, the number of extremums 

and the number of zero crossings should be equal or their 

number should differ by at most one.  

2-At any point, the average of the upper and lower layers 

should be zero. Normally, real signals do not have IMF 

conditions, and they must be converted to intrinsic mode 

functions, which are IMFs, using the Sifting Process 

algorithm.  

The steps of the Sifting Process for the x(t) signal are as 

follows: 

1-Determining all the relative extremes of the x(t) signal 

(maximums and minimums). 

2-Obtain upper and lower cover using interpolation. 

3-Calculation of the average of the top cover and the bottom 

cover. 

4-The average difference between the high and low pass 

from the original signal. 

5-Check if the resulting signal has the necessary conditions 

to be IMF or not. If so, it will be introduced as IMF, and if not, 

we will return to step 1 and go through the steps of the 

algorithm again. After calculating the first IMF, this function 
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is subtracted from the initial signal and the remaining value is 

calculated. To extract the IMF of higher stages, the Sifting 

Process algorithm continues for the remainder of the previous 

stage. We continue this process until the remaining value has 

at least two extremes. After calculating all the IMFs, we can 

reach the initial signal by summing all of them with each other 

and the final remainder. Hilbert-Huang transformation is used 

to display IMFs in time-frequency space [15]. In the Hilbert-

Huang transformation, the Hilbert transform is applied to the 

IMFs obtained from EMD. Hilbert transform of arbitrary 

signal c(t) is as follows:  

 

𝐻(𝑐(𝑡)) =
1

𝜋
𝑃𝑉∫

+∞

−∞

𝑐(𝜏)

𝑡 − 𝜏
𝑑𝑟 (1) 

 
In relation 1, PV is the fundamental value of the Cauchy 

integral; in fact, it is the Hilbert transform of the convalescent 

signal c(t) concerning the function 1/t, which indicates the 

emphasis of the Hilbert transform on the local characteristics 

of the signal, including the amplitude and instantaneous 

frequency. Inspired by these advantages, the aim of this work 

is to employ EEMD to choose relevant IMFs for image 

classification. 

 
3.4 Extract features using auto encoder 

 
For the problems that arise in machine learning, we always 

need features that distinguish the inputs from each other to 

classify and recognize different data. The set of techniques that 

lead to learning these features is called feature extraction. Why 

do we need feature extraction? In machine learning, depending 

on the type of problem, the input can be very diverse. The input 

data often has a lot of redundancy, meaning that we do not 

need all the data values to solve the problem, and only a part 

of it is usable for us. On the other hand, due to the limitation 

in processing power in terms of memory and required time, we 

must extract a part of the inputs that are usable for us by 

performing transformations. Autoencoders are simple learning 

networks that are implemented to convert the input to output 

without the slightest change. At the same time, autoencoders 

play an important role in machine learning. For the first time, 

these concepts were proposed in 1980 by Hinton and the PDP 

research group. Along with Hebb's learning rules, 

autoencoders form one of the main paradigms of unsupervised 

learning. Autoencoders were again noticed in the first decade 

of the 20th century in deep architecture in the form of a 

bounded Boltzmann machine. Autoencoders are categorized 

under unsupervised learning. In this category of problems, 

there are no labels to describe the data (unlike supervised 

learning in which we use labels to describe the data). An 

autoencoder is a neural network that receives a set of unlabeled 

data and encodes them. It tries to re-represent the inputs in the 

output in such a way that they have the least possible 

difference from the input value. The image below shows an 

autoclave network. As you can see in Figure 2, the network is 

trained in such a way that the weights produced in the layers 

make the output have the minimum possible difference from 

the input, and in the most ideal case, they are equal. 

The structure of the autoencoder is divided into two parts, 

encoding, and decoding. In the encoding section, the input data 

is mapped to the feature space, and in the decoding section, it 

is converted back to its original state from the feature space. 

The main part of an autoencoder is the middle hidden layer, 

which is used as an extracted feature for classification. 

Feature extraction is a process used in machine learning to 

identify and select the most relevant features in a dataset, 

which can lead to several benefits. Firstly, it can improve the 

accuracy of a model's predictions by focusing on the most 

important features. Secondly, it can reduce the computational 

complexity of the model, making it faster and more efficient. 

Thirdly, it can improve the interpretability of the results by 

identifying the key features used in making the predictions. 

Fourthly, it can improve the generalization of the model, 

making it more effective at predicting new data. Finally, 

feature extraction can also improve the scalability of the model 

by reducing the dimensionality of the data, making it easier to 

scale up the model to handle larger datasets [16]. 

 

 
 

Figure 2. Feature extraction by auto coder [17] 

 
3.5 Classification using boosting method 

 

This concept is used to generate multiple models (for 

prediction or classification). Boosting algorithm was first used 

by Schapiro in 1990 so he proved that a weak classifier can 

become a strong classifier when it is placed in the format, 

probably approximately correct (PAC). Ad boost is one of the 

most famous algorithms. This family is considered to be one 

of the top 10 data mining algorithms. In this method, skewness 

is reduced along with variance, and margins are increased like 

support vector machines. This algorithm uses the entire data 

set to train each classifier, but after each training, it focuses 

more on hard data to classify correctly. This iterative method 

adaptively changes the distribution of the training data by 

focusing more on examples that have not been correctly 

classified before. At first, all the records get the same weight 

and the weights will increase in each iteration. The weight of 

misclassified samples will be increased, while the weight of 

those samples that are correctly classified will be decreased. 

Then, another weight is assigned separately to each classifier 

according to its overall accuracy, which is used later in the 

testing phase. Accurate classifiers will have a higher 

confidence factor. Finally, when presenting a new example, 

each classifier will propose a weight and the class label will be 

selected by a majority vote [18, 19]. Therefore, in the proposed 

method, this classifier is used to classify images into cancerous 

and non-cancerous categories. 
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4. EXPERIMENTS 

 
In this section, the proposed method is tested on the data set. 

The proposed dataset includes 55,890 training samples, 14% 

of which are positive and 86% negative [20]. The dataset 

includes negative (non-cancerous) images from the DDSM 

dataset and positive (cancerous) images from the CBIS-

DDSM dataset. The size of the images are all 299x299. Images 

are classified with two labels, First: label normal - 0 for 

negative (normal) and Socond 1 for positive (cancerous).So, 

there are two types of conditions 0 and 1. All the tests were 

done in MATLAB 2021 software with 16GB RAM and 

Windows 10. 

 
4.1 Preprocessing and segmentation 

 

  
a. Original image  b. Improved image 

 
c. Segmented image 

 
Figure 3. Image enhancement and segmentation 

 

According to Figure 3 which shows 3 stages of 

segmentation in this research, in parts A and B, the uniformity 

of the histogram causes the contrast of the image to increase 

compared to its initial state, which means improving the 

quality of the image and increasing the accuracy of subsequent 

processing. Although this method can increase the contrast of 

the image, the resulting image usually has abnormal 

improvement and intensity saturation. However, it is powerful 

in defining the boundaries and edges between different objects. 

In addition, image B has more clarity and brightness and is 

more suitable for segmentation. So, image B was selected for 

this step. Now in part C, the boundaries of the image are well 

separated and the region of interest (ROI) is separated by the 

segmentation algorithm based on density estimation. 

 
 

4.2 The results of decomposition by EEMD 

 
In this section, images are analyzed by the EEMD method 

into three levels as shown in Figure 4. This method is used to 

analyze non-linear and non-stationary image signals by 

separating them into components at different resolutions. 

 

 
 

Figure 4. Image decomposition by EEMD 

 
As can be seen in Figure 4, the analysis is done by three 

intrinsic modes on the segmented image. This work makes the 

features extracted by Auto Encoder to be well differentiated in 

the next steps and increases the classification accuracy.  

 

4.3 The results of feature extraction 

 

To extract features based on autoencoder, after training the 

data and repeating them, the MSE error rate has been 

significantly reduced in the best case Figure 5. The Figure 

indicates the performance at 4 Epochs.  

 

 

 
Figure 5. MSE error rate of features by the autoencoder 

 

As can be seen in Figure 5, the error rate by the proposed 

method decreases over time and reaches the optimal value, i.e., 

close to zero. 
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A neural network with a hidden layer has been used to 

encode this set. The hidden layer is made of 100 neurons. Each 

cell shows what features each of the hidden layer neurons are 

sensitive to and which feature is activated upon seeing. In its 

first layer, the autoencoder behaves like an edge detector and 

shows sensitivity to the edges in the image. It should be said 

that an autoencoder whose number of neurons in the hidden 

layer is less than the number of inputs is used to reduce the 

dimension. 

 
4.4 Comparison with other methods 

 
In this section, the proposed method has been compared and 

evaluated with other 6 selected methods, as shown in Figure 6 

and Table 1. The range of difference from more accurate 

method (92.42%) to less (80.40%) is about 12.02%. This paper 

proposed method reach 92.42% of accuracy by developing 

EEMD method by utilizing feature extraction. These 6 

methods were selected because they showed appopriate level 

of accuracy (more than 80%) and a comparison would become 

more valuable between these. 

 

 
 

Figure 6. Qualitative comparison of the accuracy of the 

proposed method with other methods 

 

Table 1. Accuracy of proposed method with other method 

 
Accuracy 

[5] 80/40% 

[6] 81% 

[8] 84/72% 

[9] 91/92% 

[21] 85% 

Proposed Method 92/42% 

 

Although CNN was used in the method [9], the accuracy of 

the proposed method was obtained with a slightly better value. 

Reference method back-propagation neural networks and 

texture feature descriptors [8] has an accuracy of 84.72%. Next, 

histopathological image classification method [21] also has an 

accuracy of 85% which is close to back-propagation neural 

networks [8] result, and digital image processing algorithm [5] 

and [6] are in the next categories, respectively. As mentioned, 

in the proposed method, the single-layer auto encoder works 

like an edge detector. In the image above, the representation 

of the extracted features for the first layer shows the same 

point and has increased the accuracy. So, the results indicated 

that the EEMD with autoencoder-based methods and proposed 

feature extraction method vividly improve the accuracy of the 

classification in the mammography images. 

Table 2. The quantitative criteria of the proposed method 

 
Proposed 

Method 
Accuracy Sensitivity Specificity 

Bosting 92.42 93.01 91.50 

 
Now, in Table 2, the quantitative criteria of the proposed 

method for classification of the dataset of mammography 

images are shown. The result shows the Accuracy of 92.42%, 

sensitivity of 93.01%, and specificity of 91.50%.  

 

 
5. CONCLUSION  

 

In this article, the method based on the classification of 

breast cancer is presented. This work was done with the help 

of segmentation and analysis by EEMD. In this article, 

autoencoder-based structural features of cancerous masses 

extracted from digital mammography images by image 

processing methods have been used to classify the data into 

benign and malignant categories. In this research, after pre-

processing the images by CLAHE, areas suspected of having 

cancerous masses in the breast tissue were extracted using the 

Autoencoder-based method. The proposed method was 

compared and evaluated with other methods. The results show 

that the accuracy of the proposed method is 92.41, which is 

better than other methods. The results show that the 

application and use of the autoencoder-based method increase 

the accuracy of the boosting algorithm in the data 

classification process. 
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