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A blend of natural and artificial foreign objects can be used to determine the rice quality. 

The agricultural industry, particularly rice plants, has demonstrated great success rates 

for object detection based on image processing. Most food quality studies can be seen 

from the image shape color and size, and the rice quality can be seen from the absence 

of the foreign object. HSV color and GLCM texture are used to classify natural and 

non-natural foreign object images using the support vector machine (SVM) algorithm 

and other comparison methods, namely decision tree and naive Bayes. The dataset for 

foreign objects consists of 80 images, 20 of which are each of the following classes: 

stone, grain, yellow-broken, and red-black. The dataset will be preprocessed to obtain 

the feature values for color and texture. SVM method with cross-validation, the highest 

accuracy value is 96.83%, a decision tree is 87.31%, and naive Bayes is 82.54% in 

detecting natural and non-natural foreign objects. The use of cross-validation 

techniques with a value of K=5 gives an average accuracy increase of 10% compared 

to those without cross-validation. These results show that natural foreign objects in 

different classes can be appropriately detected using a combination of color and texture 

features in the SVM classification method and cross-validation. 
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1. INTRODUCTION

Rice (Oryza Sativa) is the most widely consumed staple 

food of the world human population [1], especially in Asia, 

Africa, and South-American regions. The high demand for the 

availability of staple rice is a global issue in the SDGs program 

(sustainability development goals) [2], the purity, size, color, 

texture, and other characteristics of the rice affect its quality. 

Rice purity is essential because unclean rice makes us ill, 

which increases the risk of cost and financial loss [3]. The 

frustrating and time-consuming traditional inspection method 

determines the purity of grains and foreign items. The outcome 

is greatly influenced by the inspectors physical health, 

including eyesight, mental health, and work stress, and 

inspectors are very dependent on certain quality control 

inspectors. This problem occurs during the sampling process 

in determining the type of rice quality after the filter process. 

The sampling was done using the traditional method by 

selecting the rate in 1 kg of rice taken 100 grams as a random 

sample. Foreign objects are divided into natural foreign 

objects and non-natural foreign objects. A collection of natural 

foreign objects, including grain, yellow-broken, red-black, and 

rice variants mixed with other variants, while non-natural 

foreign objects such as stone.  

Researchers are interested in examining novel techniques 

for judging rice quality and safety. For the classification of rice, 

various methods have been used effectively. Among these 

methods are spectroscopy [4], electronic nose systems [5, 6], 

and ultra-high-performance liquid chromatography [5]. These 

approaches are often time and money-consuming; therefore, 

they could be more satisfactory.  

The evaluation of food quality using image processing 

techniques has been widely used. Several distinguishing 

characteristics, including color, shape, and texture, can be used 

to classify food products qualitatively [7]. The application of 

image processing is, in principle, an effort to extract or 

improve an image into a new image based on the value of the 

Region of Interest (ROI) [6]. The image enhancement process 

is carried out at the preprocessing stage and then continues 

with the classification stage. In rice seed quality, machine 

learning has been widely used in analysis to classify 

agricultural products and other applications. Several studies 

have discussed this using machine learning techniques. Mittal 

et al. [8] determined the quality of rice grains by looking at the 

contours to determine the shape of the oval grains in 

classifying excellent or bad-quality rice samples. Eliz et al. 

classified rice leaf disease with SVM based on the results of 

LBP and HOG [7]. Aznan et al. [9] identified two types of 

Malaysian rice varieties in the study, which used color 

characteristics to identify rice images. Abbaspour-Gilandeh et 
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al. [10] used ANN to classify 13 rice cultivars based on color, 

morphology, and texture with component optimization using 

principal component analysis (PCA), resulting in a reasonably 

good level of accuracy. 

Chen et al. [11] utilized a decision tree approach to 

classifying the six A1–A6 parameters (area, perimeter, 

maximum feret diameter, elongation factor, compactness, and 

heywood circularity factor) present in grain impurity rice. The 

training data set obtained from the recorded photos had a 

classification accuracy of the decision tree of almost 76%. 

Yang et al. [12] used a dataset of microscope images, and they 

predicted rice smut and rice blast illness. The watershed 

approach, distance transformation, and Gaussian filtering were 

used to separate the adhering rice blast spores, increasing 

accuracy by about 10%. Three texture features (entropy, 

homogeneity, and contrast) and four form features (area, 

perimeter, ellipticity, and complexity) were chosen for 

decision-tree model classification. The classification accuracy 

was calculated using the confusion-matrix method, and the 

resultant accuracy was 82%. 

Effective employment of image processing approaches has 

been reported in the literature for quality measurement of corn 

leaf disease [13], mango [14], chestnut [15], tomato leaf 

disease [16], potato [17], and apple [18]. In addition to 

agriculture, image processing is applied to medical image 

objects. Adi et al. conducted research in detecting lung cancer 

using GLCM and backpropagation on 38 microscopic images 

of the lung with cancer and non-cancer labels. The developed 

model has a classification accuracy rate of 95 percent during 

training and 81.25% during testing [19]. The SVM technique 

for cerebral infarction cases in brain stroke cases was utilized 

by Rustam et al. [20] with over and under-sampling accuracy 

of 94%. 

As previously explained, many studies have been conducted 

on agricultural production yields. It is critical to track 

manufacturing quality and make quality determinations. 

However, the discussion about foreign objects in the collection 

of production results is still not studied in depth, especially on 

rice objects, even though foreign objects can affect the quality 

level of rice produced. Therefore, in this study, two types of 

foreign objects were grouped to classify non-natural foreign 

objects and natural foreign objects.  

Compared to other studies, this study uses a variety of 

foreign rice objects studied, including stone, grain, yellow-

broken rice, and red-black rice. The selection of color features 

using HSV combined with GLCM texture features is carried 

out in the preprocessing process to obtain the characteristics of 

each foreign object. Alternative image processing with color 

features can use RGB, but in the case of rice, the reason for 

using HSV is because HSV represents more human perception 

of color than RGB [21]. In some instances, the RGB color 

description is less accurate due to non-linear colors and non-

uniform illumination [22]. As a color feature, HSV generates 

color vector values based on hue, saturation, and value. 

Separating objects from the background, HSV provides 

greater color depth on foreign objects than RGB. Because they 

have separate color channels, the natural gain and natural 

yellow broken classes are challenging to see solely from the 

RGB color, making it challenging to estimate the threshold 

value. Foreground objects and backgrounds can be 

distinguished using HSV values for hue and saturation; the 

HSV values acquired will be utilized as color-specific features 

for each class. 

In addition, the color vector value and GLCM texture value 

are merged at angles of 0°, 45°, 90°, and 135° to calculate the 

ASM, contrast, energy, homogeneity, and ASM values. The 

vector outputs of these six values will be categorized by 

analyzing the Support Vector Machine (SVM), Decision Tree, 

and Naive Bayes classification methods. Cross-validation was 

performed to ensure the variety and mix of training and testing 

data. 

 

 

2. MATERIAL AND METHOD 

 

This study focuses on classifying natural and non-natural 

foreign objects in a rice collection based on the prototype of 

the developed rice mining tool. A total of 80 RGB images (red, 

green, blue) were collected, with 20 images in each class. The 

methodological approach developed is shown in Figure 1. 
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Figure 1. Proposed methodology 

 

The execution of the epoch and k-fold values marks the end 

of the iteration, according to Figure 1. In this instance, 5 K-

Fold is used during 100 epochs of training iteration. Higher 

epoch values can result in greater accuracy, but too many will 

overfit the data. The methodology primary purpose is to 

investigate machine learning applications in determining the 

type of foreign object in a collection of rice based on color 

depth and texture utilizing HSV and GLCM feature extraction 

along with a cross-validation-based training method. This 

study contributes to the investigation of food safety factors. 

The rice instances preliminary study mentions plant diseases, 

and certain rice seed classifications discuss RGB as 

insufficient for color extraction. 

 

2.1 Collection of foreign object sample 

 

The sampling approach still uses the traditional method by 

determining the quality in 1 kg, taking 100 grams as a random 

sample. Foreign objects are divided into natural foreign 
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objects and non-natural foreign objects. A collection of natural 

foreign objects including grain, yellow-broken, red-black, and 

rice variants mixed with other variants while non-natural 

foreign objects such as stone. 

 

2.2 Image acquisition 

 

Image dataset obtained from PT Hassana Boga Sejahtera 

agricultural products to acquire foreign object images. The red 

background and LED light illuminated the foreign object rice 

(18 LED for 12 watts with lux value 3035-3040). An image-

based prototype platform was built with a square shape of 20 

cm x 20 cm in diameter, Logitec C270 HD webcam camera 

with a height of 10 cm to the rice object. LEDs are used on the 

platform to create a uniform lighting environment day and 

night; Figure 2 is a prototype. 

 

 
 

Figure 2. Image acquisition prototype 

 

Changes in the angle of image capture and lighting will 

cause variations in helping the depth of the image in detecting 

objects. At the image acquisition stage, the camera is faced 

parallel to the object. There are 80 foreign object images with 

2993 x 2993 pixels with a resolution of 72 dpi with 20 images 

in each class. 

Classes of natural and non-natural foreign objects were 

obtained from samples of rice collections consisting of whole 

rice and foreign objects, which caused difficulties in assessing 

the quality of rice. For this reason, it is necessary to categorize 

them into several classes that will be carried out in this study. 

From Table 1, we see that the definition of non-natural foreign 

objects F0 consists of stone, while F1, F2, and F3 are natural 

foreign objects comprised of grain, yellow-broken, and red-

black. The model will detect foreign objects in the four classes 

to decide whether they are foreign. 

 

Table 1. Type of foreign object rice 

 
Foreign 

object type 
Name Images 

F0 Non-Natural Stone 

 

F1 Natural Gain 

 

F2 Natural Yellow Broken 

 

F3 Natural Red-Black 

 

In terms of size and color, there are some differences in 

color and size. Differences in color depth and dimension can 

be identified by the characteristics of each foreign object using 

the HSV (hue, saturation, and value) approach. Table 2 shows 

the parts of foreign objects based on color characteristics. The 

threshold values for the natural gain and natural yellow broken 

classes are identical due to the prevalence of the same 

fundamental hue, yellow. In color feature segmentation, the 

threshold value is utilized to separate foreign objects from the 

background. We obtain the best results using RGB values of 

(255, 170, 0), but HSV hue values have lower and upper limits 

to determine the intensity of yellow. 
 

Table 2. Feature of a foreign object with RGB & HSV 
 

Type 

RGB HSV 

R G B 
H 

min 

H 

max 

S 

min  

V 

min 

F0 0 0 0 0 5 0 0 

F1 255 170 0 40 60 128 145 

F2 255 170 0 40 60 128 145 

F3 255 42 0 1 10 168 110 
 

In this case, the HSV value for the raw foreign object image 

is grain, yellow-broken, red-black, and non-natural stone 

foreign object with black color, the range of values is taken 

from the RGB value to be converted in the HSV image. The 

maximum filter limit is only used for the hue parameter 

because the maximum value for the saturation and value 

parameters is 255 (maximum pixel value). Tests are carried 

out on the filter parameters for each color in the calibration test 

with a max value with a maximum increase of 10. 
 

2.3 Feature extraction 
 

The most frequent feature in image segmentation might be 

color features, particularly regarding agricultural products and 

the need to separate ripe fruit or diseases of the leaves and fruit 

from complicated backgrounds in nature. However, given its 

susceptibility to various lighting situations or occlusion 

concerns, color segmentation might not be the most efficient 

technique. In addition to the conventional RGB (Red, Green, 

and Blue), a distinct color space, such as HSV (Hue, Saturation, 

Value) is used to overcome this problem [23]. 

The original image can be extracted based on vector values, 

and HSV is done to get the color depth by converting RGB to 

HSV. According to the histogram, the rice object average 

value ranges from 232 to 256. Figure 3 displays the HSV 

image. 
 

     

     

     

     
(a) (b) (c) (d) (e) 

 

Figure 3. The difference in the image of the original rice 

foreign object: (a), HSV (b), hue (c), saturation (d), value (e) 
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The gray level co-occurrence matrix (GLCM) was then 

utilized to extract texture features in a variety of domains and 

applications, including image capture, biometrics, pattern 

recognition, and remote sensing [24]. In GLCM, the local 

pattern of an image is examined, while the grayscale pixel 

value is determined based on the total of the contrasts. Eqns. 

(1), (2), (3), (4), (5), and (6) of this works main variables 

include contrast, dissimilarity, homogeneity, energy, 

correlation, and ASM. Angle orientation values and lengths 

too close or far apart will make the information on each pixel 

relatively homogeneous or uneven and will also make the 

information between pixels meaningless. GLCM will extract 

the pixel information after the HSV image is greyed out. In 

this case, the RGB color image will be converted to HSV and 

then into a grey image. It is necessary to normalize the co-

occurrence matrix before generating the GLCM variable. First, 

the entire co-occurrence accumulation is divided to calculate 

the normalization. The pieces are added together once they 

have been normalized. The difference in the amount of gray 

visible in an image is referred to as the contrast value; there 

will be no contrast if all pixels have the same value. 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  ∑ ∑  𝑌(𝑖, 𝑗)(𝑖 − 𝜇𝑖)2𝐿
𝑗=1

𝐿
𝑖=1   (1) 

 

Eq. (1) calculates the average intensity of pixels in class i 

and the intensity difference between pairs of pixels (i,j). Y(i,j) 

represents the frequency with which the pixel pairings (i,j) 

appear in the image, and μi represents the class i mean of pixel 

intensity. Homogeneity shows the image with a degree of grey 

similarity, and Eq. (2) is the similarity. 

 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 =  ∑ ∑
𝑌(𝑖,𝑗)2

1+(𝑖−𝑗)2
𝐿
𝑗=1

𝐿
𝑖=1   (2) 

 

Energy indicates a measure of the concentration of a pair of 

pixels in an intensity matrix that is congruent at some 

coordinates, Eq. (3) is the energy equation. 

 

𝐸𝑛𝑒𝑟𝑔𝑦 =  ∑ ∑ 𝑌(𝑖, 𝑗)2𝐿
𝑗=1

𝐿
𝑖=1   (3) 

 

Dissimilarity is a measure of the distance between pairs of 

objects (pixels) in the desired region, and the following shows 

Eq. (4) is the equation. 

 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  ∑ ∑ |𝑖 − 𝑗|𝑝(𝑖, 𝑗)𝐿
𝑗=1

𝐿
𝑖=1   (4) 

 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  
∑ ∑ [(𝑖𝑗)𝑝(𝑖,𝑗)]− 𝜇𝑥𝜇𝑦

𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1

𝜎𝑥𝜎𝑦
  (5) 

 

𝐴𝑛𝑔𝑢𝑙𝑎𝑟 𝑆𝑒𝑐𝑜𝑛𝑑 𝑀𝑜𝑚𝑒𝑛𝑡(𝐴𝑆𝑀) =  ∑ 𝑖𝑃𝑖,𝑗2
𝑁−1
𝑖,𝑗=0   (6) 

 

Homogeneity measures how uniformly distributed the 

pixels are in GLCM. The homogeneity value has a negative 

link with the contrast value; as the homogeneity value rises, 

the contrast value falls. The angular second moment (ASM) 

measures texture uniformity similarly to homogeneity; the 

correlation demonstrates a linear dependency between the grey 

level value and the GLCM, demonstrating the dependence of 

the local grey level on the texture image. Similar grey-level 

regions can yield higher correlation scores. They serve as 

training data for naive bayes, decision trees, and support vector 

machines, and all these equations eventually attempt to 

determine six texture attributes for each image patch (SVM). 

In Figure 4, we can understand the various angles 0°, 45°, 90° 

dan 135° represent the position of the focus pixels. 

 

 
 

Figure 4. Angle of GLCM 

 

2.4 Classical machine learning 

 

A machine learning technique called the support vector 

machine (SVM) forecasts using classification and regression. 

SVM aims to lessen structural risks and consider 

generalization issues by selecting the proper hyperplane or 

classification function to categorize data into the target class 

[25]. The ideal hyperplane and its importance and accuracy are 

determined by the distinction between first and second-class 

hyperplanes [20]. 

The data points termed support vectors closest to the 

hyperplane make up the hyperplane class. Consider the 

variables N, xi, and yi, where = 1,2, …, N, and yi ϵ – 1,1 with 

yi as the class label of the foreign object dataset, like natural 

class and non-natural class. Eq. (7) predicts the formulation of 

the hyperplane. 

 

𝑦(𝑥) =  𝑤𝑡𝑥 + 𝑏 (7) 

 

where, b is a bias with a scalar value and w is a vector of 

weighted parameter values. The created hyperplane will divide 

the data into natural and non-natural classes or SVM method 

classes with positive and negative values on the foreign object 

dataset. This dataset is partitioned according to the rules of 

Eqns. (8) and (9). 

 

𝑤𝑡 + 𝑏 ≥ 1, 𝑦𝑖 =  +1 (8) 

 

𝑤𝑡 + 𝑏 ≤ 1, 𝑦𝑖 =  −1 (9) 

 

In general, from these equations, it can be concluded in Eq. 

(10). 

 

𝑦𝑖(𝑤𝑇𝑥 + 𝑏) ≥ 1, 𝑖 = 1,2, … , 𝑛 (10) 

 

The equation of two hyperplanes between the two distances 

can be defined based on Eq. (11). 

 
| 𝑤𝑇𝑥𝑖+𝑏 |

||𝑤||
=  

1

||𝑤||
  (11) 

 

The total distance between the two hyperplanes is 
2

||𝑤||
 for 

maximum margin, ||w|| at the minimum margin with Eq. (12). 

 

min
1

2
 ||𝑤||2  (12) 

 

If the training data are not separated linearly, then the 

variable εi, it may be added as a misclassification. Adding 

slack variable changes formula 13. 
 

min
1

2
 ||𝑤||2 +  𝐶 ∑ 𝜀𝑖  (13) 
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with the provision of: 
 

𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜀𝑖 (14) 

 

and 

 

𝜀𝑖 ≥ 0 ∇𝑖 = 1,2, . . , 𝑛 (15) 

 

One of the most popular data mining techniques is the 

decision tree, which has a low installation cost, simple 

interpretation with a database system, and high reliability [26], 

a decision tree is a structure used to divide a huge dataset into 

more manageable data chains. The Naive Bayes (NB) 

classifier in machine learning is a statistical classifier that uses 

probability to predict the class from an unknown sample [27]. 

NB presupposes that there is no relationship between any of 

the sample characteristics [28]. The conditional independence 

NB theorem, however, reduces the classification precision. 

The Bayesian approach is a strategy for classifying 

phenomena according to the likelihood of their occurrence or 

non-occurrence [29]. Ansari et al. [29] use of the multiclass 

classification was motivated by the success of checking the 

rice variety purity using SVM on color, morphology, and 

texture features with seed accuracy of 93.9%. The model 

utilized in the study included 19 features. In comparison, the 

model used in our investigation used a total of 27 features, 

which consisted of 3 HSV color features and 24 GLCM texture 

features with degrees 0°, 45°, 90°, and 135°. 

SVM was chosen to overcome the data imbalance and non-

linearity of the dataset, as the value of the extracted color and 

texture features varies. The number of extracted features for 

HSV color features is 27, including hue, saturation, and value 

information. Texture features include dissimilarity 0°, 

dissimilarity 45°, dissimilarity 90°, and dissimilarity 135°; 

correlation 0°, correlation 45°, correlation 90°, and correlation 

135°; homogeneity 0°, homogeneity 45°, homogeneity 90°, 

and homogeneity 135°; contrast 00, contrast 45°, contrast 90°, 

and contrast 135°; ASM 0°, ASM 45°, ASM 90°, and ASM 

135°; A total of 27 characteristics will be applied to the four 

classes of non-natural stone, natural gain, natural yellow-

broken, and natural red-black. This research was conducted to 

compare similar methods, such as decision trees and naive 

bayes, due primarily to the feature complexity. 

 

2.5 Metrics evaluation 

 

An evaluation matrix is needed to ensure that the model 

built can study the problem of classifying natural and non-

natural foreign object types, evaluation of the model using the 

F1-score, recall, accuracy, and precision values are shown in 

Figure 5. 

 

 
 

Figure 5. Foreign objects classification using a confusion 

matrix 

Details information: 

TP: True Positive, the infraction is predicted, and the 

infraction is existent. 

FP: False Positive, infraction is predicted but not existent. 

FN:  False Negative, the absence of the infraction is 

predicted, yet it exists. 

TN:  True Negative, the absence of a violation is predicted 

and none is shown. 

 

 

3. RESULT AND DISCUSSION 

 

The main aim of classified foreign object rice is to be able 

to apply counting for real-time object natural and non-natural 

in a rice collection, including stone, grain, yellow-broken rice, 

and red-black rice. Support vector machines (SVM) were 

utilized in this study as opposed to other comparable 

techniques, such as decision trees and naive bayes. Previously, 

HSV color and texture feature extraction was done using 

GLCM, and classification model testing was done by splitting 

the dataset into training and testing halves of up to 70% each.  

Depending on the number of observations used for training 

and testing or the amount of bias built into the model, accuracy 

values produced from the testing set may deviate slightly from 

the actual value of prediction accuracy. The chosen models for 

each network dataset underwent cross-validation after the 

model complexity and hyperparameters were adjusted. 

Moreover, in order to produce an unbiased model and to 

enable the calculation of prediction errors and accuracies, 

which more accurately reflect the actual value, cross-

validation is essential [30, 31]. K-fold is a popular cross-

validation technique that uses new test data for each iteration, 

the robust testing success rate of the classification model, and 

as many K values as necessary to repeat the experiment [31]. 

The K-fold value used is five-fold cross-validation.  

The confusion matrix for the support vector machine (SVM), 

decision tree (DT) and naive bayes (NB) method with HSV 

and GLCM. For testing data for each class utilizing 20 datasets, 

including four classes, as demonstrated in the confusion matrix 

testing methods with and without cross-validation. The results 

of extracting GLCM texture features from 20 aggregated 

foreign object datasets are shown in Figure 6. These features 

are divided into six categories: homogeneity, contrast, energy, 

and ASM variables. 

In Figure 6, the high homogeneity shows a small difference 

in grey color in the paired elements, and it can be seen that the 

foreign stone object has the highest value. The highest 

Contrast value is seen in foreign grain objects, which shows a 

large local variance value opposite of homogeneity. 

Dissimilarity has similarities with contrast which is inversely 

proportional to homogeneity; for foreign objects, grain has the 

highest value with similarities such as contrast variables. 

Energy is highly valued when the image is not uniformly or 

heterogeneous in texture, and the dataset shows the highest 

red-black rice foreign object in this variable. The correlation 

indicates that the grain has the highest linear relationship value 

based on the grey level of the pair of pixels compared to other 

foreign objects. 

In this study, a total of four classes are represented by 20 

images dataset. For model, 80 images are allocated as 70% 

training and 30% validation, and additional unbalanced testing 

data have been added to Tables 3 through 8 to evaluate the 

model performances with confusion matrix with cross-

validation and non-cross-validation. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 

 
(f) 

 

Figure 6. GLCM Graphs: (a) dissimilarity, (b) contrast, (c) energy, (d) correlation, (e) homogeneity, (f) ASM degrees foreign 

object rice

 

Table 3. Confusion matrix for SVM with cross-validation 

 
 Predicted Class 

Stone Gain Yellow-Broken Red-Black 

Actual Class 

Stone 14 0 0 0 

Gain 0 16 0 0 

Yellow-Broken 1 0 16 1 

Red-Black 0 0 0 15 
 

Table 4. Confusion matrix for DT with cross-validation 

 
 Predicted Class 

Stone Gain Yellow-Broken Red-Black 

Actual Class 

Stone 13 2 1 2 

Gain 1 14 0 0 

Yellow-Broken 0 0 15 1 

Red-Black 1 0 0 13 
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Table 5. Confusion matrix for NB with cross-validation 

 
 Predicted Class 

Stone Gain Yellow-Broken Red-Black 

Actual Class 

Stone 13 5 0 2 

Gain 0 10 0 0 

Yellow-Broken 2 0 15 1 

Red-Black 0 1 0 13 

 

Table 6. Confusion matrix for SVM with no cross-validation 

 
 Predicted Class 

Stone Gain Yellow-Broken Red-Black 

Actual Class 

Stone 12 1 0 1 

Gain 0 13 4 1 

Yellow-Broken 1 0 10 0 

Red-Black 6 0 0 12 

 

Table 7. Confusion matrix for NB with no cross-validation 

 
 Predicted Class 

Stone Gain Yellow-Broken Red-Black 

Actual Class 

Stone 7 3 0 2 

Gain 0 11 0 0 

Yellow-Broken 0 0 13 1 

Red-Black 6 0 1 11 

 

Table 8. Confusion matrix for DT with no cross-validation 

 
 Predicted Class 

Stone Gain Yellow-Broken Red-Black 

Actual Class 

Stone 5 0 0 2 

Gain 3 14 1 2 

Yellow-Broken 0 0 13 0 

Red-Black 5 0 0 9 

 

Table 9. Methods classification report 

 
 Accuracy Precision Recall F1-score 

5 K-fold cross-validation 

SVM with HSV + GLCM  96,83% 97,92% 96,67% 97,29% 

DT with HSV + GLCM  87,31% 90,58% 88,33% 89,44% 

NB with HSV + GLCM  82,54% 86,11% 81,94% 83,97% 

Non-cross-validation     

SVM with HSV + GLCM 85,45% 87,21% 85,58% 86,38% 

DT with HSV + GLCM  76,36% 78,08% 75,96% 77% 

NB with HSV + GLCM  74,55% 75,60% 73,90% 74,74% 

 

1) Accuracy of classification: The average number of 

samples the classifier on average correctly predicted or 

categorized. The excellent classification accuracy value 

improves the method performance. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 =  
(𝑇𝑁 + 𝑇𝑃)

(𝐹𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 )
 

 

2) Recall: The model range in terms of class prediction is 

known as recall. The performance of the approach improves 

with increasing recall values. 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝐹𝑁 + 𝑇𝑃 )
 

 

3) Precision: Precision refers to the proportion of the 

positive test sample class that can be reliably anticipated for 

the entire positive sample class. The Precision value increases 

the efficiency of the method. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝐹𝑃 + 𝑇𝑃 )
 

 

4) F1-score: The average harmonic of Precision and Recall 

is the F1-score. The value of the worst classifier is close to 0, 

whereas the value of the best classifier is near 1. 

 

f1 = 2 𝑥 
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙)
 

 

The accuracy results are shown in Table 9 with a 

comparison of the methods used. Based on the list in Table 9, 

it can be seen that the best accuracy, with an accuracy value of 

96.83%, is obtained from the SVM classification method with 
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HSV feature extraction and GLCM with cross-validation. 

Furthermore, it is pertinent to note that the implemented model 

achieves a high-level categorization similar to researches [18, 

32-34]. Without cross-validation, SVM is still highly accurate, 

attaining a value of 85.45%. The naive bayes technique 

enables and disables cross-validation to attain 82.54% and 

74.55% accuracy values, respectively, for the lowest accuracy 

value. 

This study aims to strengthen machine learning algorithms' 

classification performance to forecast four groups of foreign 

objects: stone, natural grain, yellow-broken and red-black. We 

compared the support vector machine (SVM) classifier with 

several other classification methods, including decision tree 

and naive Bayes, using color segmentation techniques, 

textures, and cross-validating the training data for all foreign 

objects. The original image was first segmented using HSV 

color and GLCM texture to provide more particular image 

features, and cross-validation was used; this method boosted 

SVM performance. The hybrid method attained the greatest 

accuracy at 96.83%. 

 

 

4. CONCLUSION  

 

In this study, we showed how image processing methods 

could be used with a camera to categorize rice that contained 

foreign objects using color and texture attributes. 

Multiclassification, SVM, decision tree, and naïve bayes 

method of semantic segmentation with cross-validation were 

used to construct foreign object rice class models. The best 

machine learning convolutional multivariate method to 

classify foreign objects from stone, gain, yellow-broken, and 

red-black was the SVM method, which performs better with a 

higher accuracy of 96.3%. For another machine learning 

model, the decision tree with an accuracy of 87.31% and naïve 

bayes 82.54%.  

The research has shown that performance improvement can 

be made by using HSV color feature extraction and GLCM 

texture. Differences in the use of cross-validation can affect 

the increase in accuracy by an average of 10%. In our further 

research, we will attempt to use a convolutional neural 

network (CNN) with increased images of foreign object rice. 
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NOMENCLATURE 

 

SVM Support vector machine 

NB Naïve Bayes 

DT 

HSV 

Decision Tree 

Hue, Saturation, Value 

GLCM Gray level co-occurrence matrix 

TP True Positive 

TN True Negative 

FP False Positive 

FN False Negative 

 

Greek symbols 

 

yi class label on foreign object 

b bias 

w weighted parameter 

𝜀𝑖 missclassification 

i,j pixel coordinates in the GLCM matrix 

pi,j pixel value in coordinate i,j 

µ mean 

σ standard deviations 
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