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ABSTRACT
In this paper, we present the hydrodynamic mechanisms which occur between a low-hypersonic shock 
wave and a millimetric water droplet. To do so, two numerical models, based respectively on the Vol-
ume of Fluid (VOF) and Diffuse Interfaces (DI) approaches, are developed. The goal is to compare the 
results obtained with the models in order to evaluate which is the most accurate to describe the evolu-
tion of the physical phenomena. The studied Mach number and initial droplet diameter are 4.25 and 
1.135 mm, respectively. Each model allows the compressible Euler equations to be solved in a 2D-axi-
symmetric configuration. The evolution of both air and liquid phases is modelled by a stiffened gas 
equation of state. For qualitative validation, the numerical results are compared to experimental data 
recently presented in the literature. In this work, the authors used a shock tube test facility and a shad-
owgraph visualization technique to observe the phenomenology over a long time. Their investigation 
shows that the droplet deformation, detached bow shock and recompression waves are well captured 
by the two models until a Rayleigh dimensionless time of 1.5. Beyond this critical time, and up to 3, 
some differences appear between the two numerical approaches, especially on the droplet deformation. 
Globally, the droplet deformation is better described with the VOF model, while the DI model appears 
to be more accurate when it comes to the evaluation of the position of the bow shock. In the discussion 
section, some ideas are proposed to improve the models.
Keywords: Diffuse Interfaces, shock wave, stiffened gas equations, Volume of Fluid, water droplet.

1 INTRODUCTION
Spray applications have been largely studied in the last decades because of their great impor-
tance in several industrial sectors such as aeronautics (rain erosion damage), nuclear or 
automotive (combustion process) [1–3]. Some authors like Kuhnke [4] and Mundo-Sommer-
feld [5] proposed models, which are commonly used in the literature, to describe the 
interactions occurring between droplet and a solid wall.

Another topic is about the droplet(s) interactions, and more particularly water ones, with 
shock wave. In relation with this subject, Table 1 gives some literature references where the 
authors study experimentally the mechanisms appearing when a shock wave comes in contact 
with a droplet of water. Due to the important financial costs of such testing facilities and the 
recent great improvement of computing tools, numerical studies have become more and more 
present at the expense of experimental ones. The post-processing of simulations allows sev-
eral physical variables to be studied in a way that experiences do not, due to the limitations 
of the sensors acquiring time, sensors position, visualization techniques and so on. Some 
works dealing with the interactions between a shock wave and a single water droplet are 
shown in Table 2.

To our knowledge, it seems that the majority of literature works (except the first experi-
mental ones) do not deal with configurations where M is higher than 4. Especially,  coupled 
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numerical/experimental studies for low-hypersonic cases (M = 4–7) seem to be inexistent in 
literature, except a recent work [21] wherein the authors validate a Volume of Fluid (VOF) 
model by comparing the numerical results with experimental data for a M-4.25 situation.

In this paper, two numerical models, based on a Diffuse Interfaces (DI) and a VOF method, 
respectively, are used to simulate the interactions between a water droplet and a supersonic 
planar shock wave in a 2D-axisymmetric configuration. More particularly, the transient evo-
lution of the bow shocks, recompression waves and droplet position/deformation is studied 
until T = 3. To validate the models, a comparison with experimental or numerical results from 
the literature is necessary. Concerning cases where M ≤ 4, data are already substantial in the 
literature. For this reason, we chose in this paper the reference case recently published in 
[21], where a low-hypersonic shock wave (M = 4.25) hits a water droplet (Øi = 1.135 mm). 

Table 1:  Some references of experimental works on shock wave and water droplet interac-
tions.

Author Year Reference Droplet diameter (mm) Mach (-)

Engel 1958 [6] 1.4–2.7 1.3–1.7

Reinecke and 
McKay

1969 [7] 0.5–2.5 3–12

Ranger and  
Nicholls

1970 [8] 0.75 2–5.7

Boiko et al. 1987 [9] 0.7–3.2 2.37–3.8

Wierzba and 
Takayama

1988 [10] 1.03–4.3 1.3–1.5

Yoshida and 
Takayama

1990 [11] 5.14 1.56

Chou et al. 1997 [12] 0.59–1 1.01–1.15

Joseph et al. 1999 [13] 2.5–2.6 2–3

Theofanous et al. 2003 [14] 2.6 2

Table 2: Some references of numerical works on shock wave and water droplet interactions.

Author Year Reference Droplet diameter (mm) Mach (-)

Igra and  
Takayama

2001 [15] 6.4 1.47

Nourgaliev et al. 2004 [16] 6.4 1.47

Chen 2008 [17] 4.8–6.4 1.3–1.47

Sanada et al. 2011 [18] 4.8 1.47

Meng and  
Colonius

2015 [2] 4.8–6.4 1.18–2.50

Sembian et al. 2016 [19] 22 1.75–2.4

Wang et al. 2018 [20] 6.4 1.47–3
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The purpose of the present article is then to make a comparison between two numerical 
approaches (VOF and DI), in order to determine which is most appropriate to retranscribe, 
interpret and understand the experimental data presented in [21]. The numerical methods of 
both models are presented in section 2. Results obtained with the codes are then given in 
section 3 and discussed in section 4 by comparing them with experimental data from [21]. 
Conclusion and some perspectives on this work are finally proposed.

2 NUMERICAL METHODS
The first strategy to simulate the experimental work of [21] is to use a DI approach. In the 
literature, this method has been largely used to deal with multiphase flow configurations, and 
it appears that it can offer some advantages, such as its inherent conservative nature and the 
fact that the interfaces are simply obtained by numerical diffusion, and thus, a reconstruction 
algorithm is not necessary as in VOF methods. That is why, a simulation code based on this 
approach has been developed at Pprime laboratory to study, among other situations, shock–
droplet interactions. The second strategy is to use a VOF approach, thanks to a code developed 
at the CEA laboratory. In the last two decades, this numerical method has also been widely 
used by many authors to study several complex multiphase problems, such as boiling phe-
nomenon [22] or bubble rising [23], for example, and gave good results. The code which is 
used here is based on a two-step ‘Lagrangian + projection’ principle, comparable to the one 
presented in [24]: a first Lagrangian calculation, giving the variables on a deformable mesh, 
is necessary at each time step, after which a projection process is realized to advect the vari-
ables on a fixed cartesian mesh. Generally speaking, the Lagrangian methods are well suited 
for multiphase flows having complex interfaces and are based on a deformable mesh. Besides, 
the Eulerian methods are well suitable for turbulent flows and use a fixed mesh [25]. The 
Lagrangian + projection strategy is thus used to avoid potential problems due to mesh degen-
eration caused by the Lagrangian method by using the projection process on a fixed mesh, 
while the interface-capturing property of the Lagrangian method is still conserved.

2.1 The governing equations

The Weber (ratio between inertial and capillary forces), Ohnesorge (ratio between viscous 
and capillary forces) and Reynolds (ratio between inertial and viscous forces) numbers are 
usually evaluated in compressible fluid mechanics. In the present situation, they respectively 
have an order of magnitude of 105, 10−3 and 105. Therefore, with regard to these values, the 
assumption is made to simplify the models by not taking into account the surface tension and 
viscosity terms [17]. In the DI model, the set of equations which are used is similar to the one 
presented in [26]. Concerning the VOF model, the formulation describing the compressible 
Euler equations has also been previously studied in the literature [27]. In the two models, the 
evolutions of both liquid and gas phases are modelled by the Stiffened-Gas E.O.S, which 
enables the systems to be closed, by defining the pressure term. The E.O.S parameters used 
are the ones of [16] for a shock tube configuration and set constant during the simulations.

2.2 Numerical discretization

For the DI model, a second-order RK-TVD scheme is used to temporally discretize the equa-
tions [28]. The spatial discretization is ensured by a MUSCL scheme coupled to a HLLC 
Riemann solver, which is a good choice to capture the interfaces based on literature data [20]. 
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Note that a minmod limiter is used to avoid the occurrence of non-physical oscillations. In the 
VOF model, our MYR numerical scheme, variant of the BBC one [27], is used. With this 
method, the discretization is done differently depending on the variables at the vertices of the 
cells for the velocity components (and not at the edges as in the BBC scheme) and at the 
centre of the cells for the other variables (volume, density, pressure, energy) [29, 30]. As 
aforementioned, a Lagrangian process is necessary to evaluate the variables before the pro-
jection. During this step, the MYR scheme is coupled to a temporal discretization realized 
with the Young’s method which is based on a predictor–corrector strategy. Besides, the spa-
tial discretization is performed with the Wilkins’ method [31].

2.3 Interface capture

In DI methods, the position of the interface between two fluids is not precisely tracked, con-
trary to the VOF approach. In fact, it is obtained thanks to the numerical diffusion which 
creates an artificial non-physical mixture zone between different species and/or phases [32]. 
With a VOF method, a reconstruction process is needed in each cell of the computational 
domain to obtain a sharp interface between the phases before advecting it [33]. Here, it is 
reconstructed with the Mosso’s method [34]. In addition, to handle shocks and provide some 
stability to the numerical scheme, a pseudo-viscosity term is added to the pressure one [27].

2.4 Initial conditions

Since M is known in the studied case, as well as the variables at rest, the Rankine–Hugoniot 
relations [35] have been used to determine the value of the shocked state variables, in order 
to initialize the model. Here, the values of P0 and ρ0 have been tuned in order to obtain a 
sound velocity at rest c0 of 340 m s−1 (commonly used in the literature [36]). They are then 
101 325 Pa and 1.227 kg m−3 air, respectively. The pressure of the liquid phase is also set to 
101 325 Pa, whereas its density is 1000 kg m−3.

2.5 Computational domain and meshing

For the case considered here, using a 3D mesh was out of question to reduce the computa-
tional costs. That is why, a structured and regular 2D-cartesian mesh is chosen to model the 
configuration. As seen in Fig. 1, only half of the drop is modelled and an axial symmetry is 
applied to reduce the computational costs. In order to observe the evolution of the phenomena 
at both long term and long distance, the size of the domain has been set to 30 × 20 mm (with 
the reflection symmetry). The mesh consists here of 2400 cells along the (O,x) direction and 
800 cells along the (O,y) direction, which represents a resolution of 12.5 µm cell−1 and 90 
cells in the droplet diameter.

Figure 1: Geometrical domain and initial conditions.
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3 RESULTS AND QUALITATIVE COMPARISON
In this section, the results obtained with our numerical tools (VOF and DI methods) are com-
pared to the experimental data from [21]. The most relevant observations are listed in Tables 
3–5, before being discussed in section 5. As the physical phenomena have been already pre-
sented in [21], the goal is here to study only the qualitative accuracy of the two numerical 
approaches. To ease the comparison, the transient study is divided here into three main ranges:

•  early stage: T ≤ 1,

 • medium stage: 1 ≤ T ≤ 2 and

•  late stage: 2 ≤ T .

T represents the dimensionless Rayleigh time, based on the physical time t, the matter 
velocity u1, the initial droplet diameter Øi and the phases density ρ [37]. In the following, the 
experimental data are shown in white/grey shades, on top of which the numerical results are 
overlaid. The VOF and DI are represented on the bottom and the top sides, respectively. The 
gradients of the velocity field are coloured in orange (upper part), while the gradients of the 
density are in blue (lower part). Every numerical result has been synchronized with the exper-
iment at the precise studied time.

3.1 Early stage: T ≤ 1

In this section, the interactions occurring when the shock wave impacts the droplet are stud-
ied until T ≤ 1. The qualitative comparison between the numerical models and the experimental 
data is shown in Fig. 2 and yields some interesting results which are given in Table 3.

According to the qualitative analysis which has been made to study the evolutions of bow 
shock, recompression wave and droplet deformation until T = 0.90, two main conclusions 
should be pointed out: the code-to-code comparison shows no significant differences between 
the VOF and DI approaches; the experimental data are well described by the two numerical 
methods that are therefore validated.

3.2 Medium stage: 1 ≤ T ≤ 2

When T > 1, some differences begin to appear between the two numerical approaches, as 
observed in the qualitative visualizations on Fig. 3. Again, several points stand out and are 
presented in Table 4.

Top: DI - Bottom: VOF; Upper and lower halves: velocity and density gradient

Figure 2: Overlay of numerical results with experimental data for T < 1.
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According to these qualitative analyses for 1 < T < 2, here are the main conclusions: the 
bow-shock position is consistent between the two codes, but the DI model seems to give 
better results from T > 1.13; the droplet position is consistent between the two codes, but its 
shape differs. Therefore, the VOF results are closer to the experimental data than the DI ones; 
overall, there is a good agreement between the codes.

3.3 Late stage: 2 ≤ T

Finally, a qualitative comparison of the models with experimental data when T is greater than 
2 is shown in Fig. 4. The main observations that emerge are listed in Table 5.

Table 3: Numerical results compared to experimental data for T < 1.

Studied variable Observation

Incident shock Consistent result between the two codes

Position Good prediction for both codes

Bow shock Consistent result between the two codes

Position Good prediction for both codes

Bow shock Consistent result between the two codes

Shape Good prediction for both codes

Recompr. shock Consistent result between the two codes

Position Good prediction for both codes

Recompr. shock Consistent result between the two codes

Shape Good prediction for both codes

Droplet Consistent results between the two codes

Position Numerical droplet inside the experimental mist

Droplet Consistent results between the two codes

Shape Numerical droplet inside the experimental mist

Figure 3: Overlay of numerical results with experimental data for 1 < T < 2.

Top: DI; bottom: VOF; upper and lower halves: velocity and density gradient.
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Based on the observations given in Table 5, it appears that the code-to-code comparison 
still shows a slight difference for the evaluation of the bow-shock position: the DI is closer to 
the experimental data than the VOF, but anyways it seems that none of the models match 
with experimental data anymore; the droplet seems to be better evaluated by the VOF model, 
for the front position as well as its global shape; both codes do not reproduce the experimen-
tal bow-shock shape, which becomes sharp for late times.

Studied variable Observation

Incident shock Irrelevant: out of geometrical domain

Position

Bow shock Differences appear between the two codes

Position - Good prediction for DI model until T = 1.59
For T > 1.59, the DI model underestimates the experiment

- Good prediction for VOF model until T = 1.13
For T > 1.13, the VOF model underestimates the experiment

Bow shock Seems consistent between the two codes

Shape Deviation on both lower and upper parts

Recompr. shock Consistent between the two codes

Position Slight offset compared to the experiment

Recompr. shock Consistent between the two codes

Shape Good prediction in spite of the position offset

Droplet Consistent results between the two codes

Position Numerical droplet inside the experimental mist

Droplet Consistent results between the codes for the main body

Shape The VOF better covers the test mist than the DI

Table 4: Numerical results compared to experimental data for 1 < T < 2.

Figure 4: Comparison of numerical results with experimental data for 2 > T.

Top: DI - Bottom: VOF ; Upper and lower halves: velocity and density gradient
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4 DISCUSSION
In this section, the qualitative results presented in section 3 are discussed in order to give 
some explanation concerning the validity of the numerical models by referring to several 
literature works. The differences observed between the two models are explained, and some 
perspectives to improve the modelling are proposed.

4.1 The incident shock displacement

The experimental data are well described over time by the VOF and DI methods, meaning 
that the initial conditions (P1, u1 and ρ1 given in Fig. 1) determined by the Hugoniot relations 
are coherent. Within the limit of the available experimental data (until T = 0.67), both models 
give satisfactory results.

4.2 The bow-shock position

Until T = 1.13, both VOF and DI models match the experimental data in a really good way. 
However, beyond this critical time, some differences are visible. It is interesting to note that 
they seem to occur when the experimental droplet breakup is initiated. Indeed, according to 
Pilch [38], this process starts at T = 1.25 for high We. It is clear that a deviation from the 

Studied variable Observation

Incident shock Irrelevant: out of geometrical domain

Position

Bow shock Both codes underestimate the experiments

Position The deviation increases over time

Bow shock Consistent results between the two codes

Shape Large deviation compared to the test from T = 2.29

Recompr. shock Consistent results between the two codes until T = 2.29

Position Both codes underestimate the experiments
For T > 2.29, it is not evaluable anymore

Recompr. shock Consistent results between the two codes

Shape Both codes underestimate the experiments

Droplet Differences appear between the two codes

Position VOF predicts a spike consistent with experiments
DI gives a faster droplet displacement

Droplet Large differences between the two codes:

Shape - with DI, the droplet is composed of a ring and a film and

- with VOF, the droplet stretches and forms a spike along the 
(O,x) axis.

The VOF stills better covers the test mist than the DI

Table 5: Numerical results compared to experimental data for T > 2.
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experimental results occurs for both models and tends to grow over time. This deviation can 
potentially be explained by the fact that air is here modelled by a perfect gas law, where γ 
remains constant at 1.4, and not a real gas one. Some literature works, as the ones of Vallerani 
in 1969 [39], give the evolution of the specific heat ratio over a large M range. According to 
their results, it appears that at M = 4.26 and the corresponding γ is rather 1.38. To analyse the 
influence of this value, new calculations have been carried out for both models with γ = 1.38. 
The benefit, not shown here, is obvious: the numerical bow-shock position is closer to the 
experimental one for the entire range T = [0; 2.98].

4.3 The bow-shock shape

Globally, even if the bow-shock position obtained numerically is not entirely satisfactory, 
especially over a long time T, it seems that the shape of the bow shock is pretty well described 
by both codes until T = 2.29. Beyond this time, the experimental bow shock is much sharper 
than the numerical ones. Again, this deviation could potentially be explained by the absence 
of a real gas law to model the fluids. Indeed, in the numerical work presented in [21], this 
kind of law (which considered a variable γ, vibration, ionization and dissociation) is used and 
the results are clearly better. This analysis shows one of the limitations of the use of a perfect 
gas law.

4.4 The recompression shock

On the whole, the recompression shock shape and position are similar for both codes and 
seem to be well described when comparing them to the test for all time steps until T = 2.52. 
Beyond this time, the experiment does not clearly show the recompression shock anymore.

4.5 The droplet position

The front droplet position seems to be better evaluated by the VOF method when T > 2, 
based on the comparison with the experimental data from [21]. This observation can be 
linked to those of [40], where Mirjalili showed that a VOF approach was more accurate than 
a DI approach to capture the interface position on an equivalent mesh, for several multiphase 
configurations. This author then showed that VOF and DI methods provide actually equiva-
lent results when the DI mesh resolution is twice that of VOF [40]. It appears that both codes 
predict the bow shock to be at the same location, in spite of the differences in droplet shape. 
This observation is, however, to be considered with care as it is known, and many works such 
as [41] show, that the bow-shock position should be strongly dependent on the droplet shape.

4.6 The droplet shape

Even if the results are consistent between the VOF and DI methods for the early times, it 
seems difficult to judge their validity as the experimental droplet body is actually hidden in 
the mist. In the figures, it is still observable that for both models, the back of the droplet is 
deformed before the front. This is due to a weaker density in this region, because an expan-
sion wave has been previously transmitted inside the media, as explained in [15]. Although 
there are only a few, the shapes obtained here can be compared to some literature papers: at 
T = 0.44, even if the initial state is different, the droplet has a shape which clearly reminds the 
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‘muffin’ shape of Meng and Colonius (Fig. 6 in [37] for T = 0.344) or those obtained by The-
ofanous (Fig. 3 in [3] for T = 0.36): the front of the droplet remains spherical, whereas the 
back is compressed into a flat plane. At this time, the experimental work of [21] shows a mist, 
which is, in fact, composed of liquid fragments, previously stripped off the water droplet. 
Then, the fragments generate a kind of curtain around a cavity as explained in [37]; the drop-
let is next deformed into a liquid sheet at T = 0.90, which has been also obtained by Meng and 
Colonius (Fig. 6 in [37] for T = 0.935; in this paper, this regime obtained numerically has 
been compared to an experimental mist and considered as validated). When T > 1.5, it is clear 
that VOF and DI methods give different results concerning the shape of the droplet. In this 
configuration, where M and We numbers are both high, the literature data is not abundant. 
Moreover, in the experimental work of [21], the droplet is hidden in the mist, which makes it 
impossible to know its shape. Having this in mind, our numerical results predicting the drop-
let shape are only compared with this mist. Nevertheless, knowing that the experimental 
droplet is not perfectly symmetric, the fact that the 2D-axisymmetric numerical droplet is 
always inside the experimental mist for both codes is encouraging.

5 CONCLUSION AND PERSPECTIVES
In this paper, the results of two numerical models, based on the VOF and DI approaches, 

respectively, have been investigated to observe the phenomena which appear when a 
low-hypersonic shock wave (M = 4.25) impacts a millimetric water droplet (Øi = 1.135 
mm). The 2D-axisymmetric simulations which have been carried out are in good agree-
ment with experimental data from the literature until a dimensionless time of 1.5. Beyond 
this value, some deviation appears between the models themselves and with the experi-
ments. Overall, the VOF method is more accurate for the prediction of the droplet shape, 
whereas the DI method is better for the prediction of bow-shock position, on an equivalent 
mesh. Several options have been discussed and could improve the numerical results by 
modifying the behavioural law of air, for example. Indeed, γ has been set to 1.4 in the pre-
sented work, but some studies in the literature show that this classical value is barely 
correct for such high M-range. Thus, a more physical model for air could be used to deal 
with this configuration, rather than a perfect gas law. In addition, it must be recalled that 
one of the basic assumptions is also a source of errors: the viscosity and surface tension 
terms were not considered for the calculations because of the initial values of Weber, Ohne-
sorge and Reynolds numbers. Some authors, such as [37], conclude that these parameters’ 
effects become important when the studied time is important. Their absence in our numer-
ical model could then generate some unwelcome phenomena or prevent us from observing 
the right behaviour. However, modelling these additional terms would require the simula-
tion of length scales smaller than the current cell size, as discussed in [21], and this would 
then greatly increase the costs: a balance has to be found. The numerical modelling itself 
can also be a source of discussions. Indeed, as presented in section 3, the MYR scheme has 
been used for the VOF model. Others, such as Godunov or BBC [27], could be tried to 
evaluate more accurately the influence of the scheme on the experimental deviation. Fur-
thermore, the DI calculation has been performed with a minmod limiter, which is known 
as quite diffusive in the literature [42]. Van Leer or Superbee limiters [43], for example, 
could potentially improve this aspect. To improve the results of DI, some anti-diffusion 
methods could also be studied and taken into account in the model [44]. The modelling of 
the secondary atomization would also be a source of improvement in the model to obtain 
more details during the fragmentation [45]. Using another numerical approach, such as the 
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commonly used ‘mixed Euler-Lagrange’ approach for industrial applications [47], could 
also be a part of a future work. Indeed, it has been recently validated by Hrebtov when a 
shock wave passes through a cloud of droplets (Euler for the carrier air and Lagrange for 
the dispersed water phase), giving them encouraging perspectives [48]. That is why, some 
studies could be carried out to observe the relevance of this approach when applied to our 
configuration. Finally, some 3D simulations could be carried out to help the scientific  
community better understand the phenomena occurring when T becomes important.
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