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abstract
air pollution is one of the most dynamically developing problems of the contemporary world. due to 
constantly present threat of air pollution, it is essential for the society to be aware of this issue and to 
be able to trace the individual factors influencing the existence of smog, as well as to predict the state 
of air quality in the following hours and days. this paper aims to determine the feasibility of cascad-
ing prediction of atmospheric boundary layer (abl) values for several consecutive days, and then 
use this information to synthesize a prediction procedure for harmful smog particulate matter (pm10) 
for several days as well. various prediction methods are used in the current study, among which the 
linear regression algorithm proves to be the most effective. herein, the simulations concerning the 
investigated prediction algorithms are based on real data provided by the airly company network of 
pollution measurement stations as well as abl from the copernicus climate data store. Evaluation 
of the obtained results is carried out using such measures as mean squared error, mean absolute error, 
pearson correlation coefficient r, and index of agreement. as a result of the simulation, abl and then 
pm10 predictors are synthesized for three consecutive days. the latter is characterized by an average 
daily mean absolute error in the range of 8-10 µg/m3, and index of agreement 0.88-0.89 depending on 
the day of the prediction and the variants of the prediction algorithm selected.
Keywords: air pollution prediction (forecasting), atmospheric boundary layer, big data, data science,  
machine learning, particulate matters, regression task, data science.

1 introduction
according to the who report [1] on the threat of air pollution, it can be seen that it is a very 
serious global problem. it concerns the vast majority of the population on earth, and the 
funds that are spent on this purpose are allocated, on one hand, to fighting and counteracting 
air pollution. on the other hand, they are spent on combating the consequences of this issue. 
it is worth emphasizing here that these effects are far-reaching and are felt most strongly 
in problems associated with health care in the broad sense of the term. a few years ago, 
who stated that over 50 cities in the Eu were among the most polluted, 33 of these were 
located in poland. an essential element in facing this problem is the environmental aware-
ness of city and village inhabitants throughout the world. this awareness can result from 
various sources such as widespread environmental education in schools, generally available 
literature, own experience, but also the conviction whether there is a threat of air pollution 
in a given area. this last element is important since such knowledge can prevent exposure 
to polluted air. this can be achieved by continuous monitoring of the state of air quality. an 
example of such a solution is the internet portal of airly company, which provides a free map   
(https://airly.org/map/en/), where the current state of air pollution can be monitored (fig. 1). 
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this map makes it possible to see both global air quality indices and individual fractions of 
pollution that contribute to the overall index.

depending on the measurement point of the airly station, everyone can read online compo-
nents of air pollution such as pm10, pm2.5, pm1, no
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3
 and additionally get information 

about basic weather parameters, namely: air temperature, air humidity, pressure and wind 
speed. air pollution sensors measure particulate matter using a laser method. for gaseous 
pollutants, a single device is able to measure two chemical compounds using an electrochem-
ical method. Each sensor has a special light-emitting diode that changes its colour to show 
the current air quality according to the caQi scale. thanks to an individualised adjustment 
procedure for each measuring device, the compliance of the sensor system measurements is 
very high. a very strong side of this application is the possibility of daily prediction of the 
air quality level, with hourly resolution. the forecasting system is based on the most recent 
innovations in the field of neural networks and deep learning, thanks to which its verifiability 
often exceeds 95%. the applied idea of multiple neural networks allows the generating of air 
quality forecasts for practically the majority of measuring stations in the world. therefore, it 
is possible to plan all activities during the nearest day, choosing an appropriate time when we 
will be exposed to the least amount of air pollution. 

forecasting the state of air quality is carried out using classical statistical methods, more 
advanced solutions of exploratory data analysis, and intelligent approaches. however, regard-
less of the methods used, such a forecast is a very complicated computational task [2, 3, 4], 
which requires several procedures starting from data preparation and ending with the devel-
opment of a prediction algorithm. this issue has been the topic of many scientific research 
works, which used sophisticated solutions, for example, fuzzy logic based expert systems 
[5], neural network procedures [6], neural networks with arma models [7], deep neural 
networks [8,9], autoencoders [10] and convolutional neural networks [11,12]. due to the very 
broad spectrum of the air pollution term, most modelling and prediction systems for pollu-
tion status are focused on a single factor such as pm10, pm2.5, no
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, etc. in most cases, 

the models listed above include air pollution that is realized from one day to the subsequent 
day. a certain exception is an air quality prediction system implemented by airly [13], which 
provides the possibility of independent observation of pm10, pm2.5 pollutants and caQi 

Figure 1: a map with a network of airly’s sensors. 
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index for the next 24 h with hourly resolution. the quality and statistical properties of the 
proposed models largely depend on the input data adopted as well as the spatial area of appli-
cation. an interesting solution may include [14] in which computer fluid dynamics was 
applied for images of the co

2
 concentration analysis. another approach is the investigation 

of geographic information system software to obtain detailed coordinates and dimensions 
of the buildings in the explored area [15]. a further type of air quality prediction is the recep-
tor modelling method. this procedure uses the chemical and physical properties of gases 
and particles measured at the source of pollution to quantify its concentration and contribu-
tion [16]. a broader overview of air quality modelling and prediction systems and methods 
can be found in [17, 18]. 

in the context of both air quality exploration and prediction, the atmospheric boundary 
layer (abl) plays a crucial role. the abl is the fraction of the atmosphere that is directly 
related to the mass, energy and momentum flow from the earth’s surface. this part of the 
atmosphere is responsible for the transport of air pollutants. thus, variability is very much 
important in the transport, dispersion and deposition of air pollutants. the structure of the 
abl is determined by the complex interactions between the stability of the atmosphere and 
the mechanical processes (such as wind uplift from synoptic or terrain-formed flows). these 
processes may operate at different altitudes and time scales, and their dominance may vary.

the main motivation of the present study is to address the issue of prediction of air pol-
lution in the form of particulate matter pm10, in the perspective of the next few days  for 
such a formulated task, additionally, the abl parameter is used. it is connected with the 
so-called convective boundary layer heights. this phenomenon is particularly important for 
areas located in various basins or mountain areas with no unrestricted airflow. the main task 
carried out in the present work is the synthesis of cascade predictions of abl and pm10, 
which generated daily averaged values for the following 3 days. it should be emphasized 
here that abl values are elements of the feature vector based on which the pm10 forecast 
is generated.

the main novelty of the presented approach is both pm10 pollution prediction and the 
forecast of one of the input factors i.e. abl. moreover, the abl prediction itself is hardly 
available in common and open forecasting systems. it is worth emphasising that both ele-
ments of prediction are based on a consistent machine learning model. 

the paper is organized as follows. in section 2, we briefly inform the reader about the data 
sets applied for the considered investigation. in section 4, the investigated prediction models, 
as well as evaluation measures, are introduced. next, in section 4, all results of numerical 
verification of both abl and pm10 predictions are presented and discussed. finally, section 
5 contains concluding remarks and plans for future research.

2 data sEts
heterogeneous data sources related to both air pollution and selected meteorological param-
eters are used in this study. the main provider of data related to air pollution and atmospheric 
factors such as temperature, humidity, wind force and atmospheric pressure is airly company, 
which has almost 5,000 measurement points worldwide. the resolution of airly air pollution 
data is dense, but due to the necessity of the physical existence of the device, this parameter 
cannot be clearly defined. in the case of the city of Krakow, for which the analysis is carried 
out, about 100 measuring stations are located within a radius of 10 km. due to the dense 
network and very precise adjustment of measuring devices, individual devices achieve very 
high compliance with official government measuring devices (gio ́s). as mentioned in the 
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introduction, the applied prediction algorithms are enriched with abl information, which 
comes from the copernicus climate data store (ccds). the Era5 hrEs atmospheric data, 
provided by ccds, have a spatial resolution of 31 km and 0.28125 degrees. 

all simulation data are downloaded from six airly measuring stations located in the city of 
Krakow in poland. the choice of this city as the case study is not accidental. the first reason 
is its location, which resembles a basin, so there is a serious problem with fast air exchange; 
the second argument is significant air pollution. because the main goal of the research is the 
daily prediction for the next few days, all data (pm10 concentration, temperature, humidity 
and wind speed) take the form of daily averages of individual physical quantities. one inter-
esting observation obtained from real data is the autocorrelation of abl and pm10, as well 
as their mutual position. based on the analysis of the above values, which, depending on time 
maintain quite high values (i.e. above 0.6), it can be concluded that abl and pm10 are related 
to each other, and it is worth trying to use this relationship in the pm10 forecast. moreover, 
based on such a high value of autocorrelation, the correct use of daily averaged data can be 
assumed. in addition, it is worth mentioning that similar conclusions are obtained from other 
sources [19]. the investigated dataset is divided into two parts. the first one – a training 
subset, covers the period from the beginning of november 2020 to the end of october 2021; 
the second one – a testing subset, includes all days of november 2021 to march 2022 interval.

3 prEdiction modEls
this part of the article briefly characterizes both the predictive models and the validation 
measures used in this research. the models’ descriptions are divided into two subsections. 
the first subsection is concerned with prediction methods based solely on individual/intrinsic 
characteristics of the predicted quantity. the second one describes the prediction algorithms 
based on a vector of input variables containing different data features.

3.1 self prediction models

in this section, we present the methods used in simulations that allow the prediction of the 
variable under study based on the knowledge of only the historical value of the quantity 
under consideration, i.e., no additional information (variables of a different type than the one 
predicted) is used [20]. they are shortly discussed below:

•	 the mean method (mm): it generates an output mean value based on training data.

•	 the simple Exponentially smoothing method (sEsm): it is characterized by its ability to 
model data with a clear trend that is unobserved.

•	 holt-winters method (htm) [21, 22]: it is more advanced than the previous algorithms, as 
it has several equations in its structure, including both the forecast itself and also the season-
ality and three smoothing equations. the htm has two variations that differ in the nature 
of the seasonal equation. the first, the additive method, is preferred when seasonal fluctua-
tions are approximately constant in the time series; the second – the multiplicative method, 
is preferred when seasonal fluctuations change proportionally to the level of the series.

•	 holt’s linear trend method (hltm): it is based more on linear trend-related transforma-
tions.

•	 the autoregressive integrated moving average (arima) procedure [23,24]: it is com-
posed of three components: the autoregressive factor, the moving average factor, and the 
degree of integration. the classical autoregressive moving average (arma) models ap-
ply to stationary series, whereas the introduction of the integrated factor to the  procedure 
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results in the possibility of applying the procedure to nonstationary series, i.e. series 
which have a dynamically changing mean value in relation to the standard deviation. the 
last model used in this research was auto airma, which does not differ from the previ-
ous model, i.e., arima, but has an individualized algorithm of optimization of internal 
 parameters. more on the above-characterized methods, in particular their mathematical 
models, can be found in [25].

3.2 prediction based on heterogeneous data feature 

in this part of the article, the regression algorithms that are used for time series prediction 
from the ml domain are characterized.

the first model considered in this group is based on the linear regression (lr) method [26]. 
this method, used in statistical modelling, assumes that it is possible to linearly transform the 
elements of the input space into the output data. in the case studied, the elements of the input 
space are feature vectors comprising various types of meteorological data, while the output 
data are prediction values of abl or pm10. due to the different forms of the features in the 
vector, this issue is described in more detail in the further part of this paper.

the random forest regression (rfr) procedure [27,28] is an example of a supervised 
machine learning algorithm, which applies the idea of ensemble learning to the problem of 
regression. the method assumes the possibility of using the results from many simultane-
ously created models of the regression trees. as the outcome of the synergy of individual 
trees, a procedure with a much higher prediction ability than each of the models considered 
separately can be obtained. the rfr method consists in building a large number of inde-
pendent decision trees. the trees do not interact with each other. due to the feature bag-
ging procedure invoked in rfr training, important features in the context of prediction are 
selected in the majority of grown trees. unfortunately, due to the complexity of single trees, 
this procedure is often used as a ‘black box’ model. algorithms from this group are character-
ized by very good performance, scalability and accuracy. these methods generate reasonable 
predictions for a wide range of data, requiring a relatively small configuration. they are very 
popular in both research and commercial solutions.

decision tree regression (dtr) models [29] are used in modelling and prediction approaches 
in statistics and machine learning very frequently. often referred to as dtr induction, these 
learning processes assume the construction of a particular graph structure, which is called a 
tree. going down from the root towards the leaves, the input data is divided into smaller sub-
sets, until it is finally associated with the output data. the final result is a tree with decision 
nodes and leaf nodes. decision trees in which the target variable takes continuous values are 
called regression trees. this method is also used to visually and openly represent decisions 
and the entire decision-making process. in contrast to rfr, this model is extremely readable 
but has a greater tendency to memorize patterns, i.e., overfitting.

3.3 validation measures 

in this study, we consider, the task of average daily prediction of abl and pm10 contamina-
tion (ŷτ) for the next 3 days (i.e. for τ = 1, 2, 3). the base measure allowing the model to be 
evaluated is the mean squared error (msE). this is expressed as: 

 MSE
n

y yi ii

n
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1 2

1
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τ τ  (1)
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where ŷτi  constitutes the i-th prediction of investigated forecast (for the τ-th day), and the 
output vector consists of n observed real values of the predicted variable. 

in mathematics and especially in statistics, mean absolute error (maE) is a measure of the 
errors between the quantities of observations expressing the same phenomenon. thus, both 
values ˆ ,y yτ τ cover the comparison of forecast data with the observed actual data, respec-
tively. maE is computed as:

 MAE
n

y yi ii

n
= −

=∑
1

1


τ τ .  (2)

a completely different type of evaluation measure is the Karl pearson correlation coeffi-
cient R. this quantity indicates the level of the linear relationship between two variables and 
is defined as follows:
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τ
 denote the standard deviations of observed value and the inves-
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  is the covariance coefficient. in the pre-

sented research, the square of this coefficient (R2) is used as a validation measure. 
the last evaluation measure applied in this paper is the index of agreement:
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where value yτ denotes mean value of real data yτ. the agreement value of 1 indicates a 
perfect match, and 0 indicates no agreement. 

4 Empirical study
this section presents the simulation results obtained by the algorithms described in the previ-
ous section. they concern the prediction of the abl parameter, which is to be finally used in 
the task of predicting daily pm10 levels for three consecutive days. 

firstly, the prediction procedures of the abl parameter, which are based solely on the values 
of a given parameter, without the use of additional data, are examined. several interesting results 
are obtained; however, due to the limited volume of the article, only selective ones are shown – 
the most promising ones in this group. the results obtained using the mm, sEsm and hltm 
algorithms are characterized by a very averaging character, which comes down to a straight 
line. completely different outcomes are obtained with htm, airma and auto airma. they 
are characterized by a positive R2 coefficient. the best of these methods, i.e., htm achieves the 
highest result equal to R2 = 0.51 for the test set covering one month. the simulation results of 
this algorithm can be seen in fig. 2, from which it can be seen that the prediction of the abl for 
the next day takes into account the nature of the run of the test data. however, the main draw-
back of htm is its lack of scalability over time. this was found when simulating this method 
for almost the entire 2021 year (see fig. 3). in this case, the correlation coefficient dropped from 
a value of 0.51 to −0.15, which discredits this method in the context of abl prediction.

further research includes the task of predicting the abl parameters using ml algorithms 
that rely on both past abl data but also on other meteorological parameters such as air tem-
perature, atmospheric pressure, humidity and wind speed. 
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thus, the prediction model for the subsequent  =1,2,3 days can be defined as a set of the 
following functions:

 
ABL t f ABL t t temp t t

hum t

+( )= + −( ) … −( ) + +( ) … −( )((
+

τ τ τ

τ

τ 1 1 1 2, , , , , ,

++( ) … −( ) + +( ) … −( ))1 2 1 2, , , , , ,t wind t tτ
 (5)

where fτ  is the predictive model and t is the time (i.e. simulation day).
table 1 shows the prediction results of the abl parameter for the next three days using 

three methods from the ml group, that is, lr, rfr and dtr. Each simulation for every day 
and the prediction method are described using eight evaluation parameters. these parameters 
are represented by msE, maE, r2 and ia. moreover, they are divided into two groups (train 
and test) due to conducted computations on training and testing subsets. for each prediction 
day, the best results are denoted in boldface. as shown, the rfr method proves to be domi-
nant, providing the best outcomes practically for each day for training subset while the lr 
model is the best choice for testing data. one needs to  note that the ia for both methods for 
the test data exceeds 0.85.

figure 4 shows the result of the best lr algorithm in the task of predicting the mean value 
of the abl parameter for day 3 for both training and testing data. it can be seen from the 
figure that the prediction procedure is not averaging and takes into account variations in the 
amplitude of the abl waveform. 

the final stage of this research work is the synthesis of a prediction of air pollution in the 
form of pm10 dust for three consecutive days. in this case, similar data sets as for the abl 
prediction task are considered, with the difference that the abl prediction result, the cur-
rent and historical pm10 values are included in the feature vector as additional elements. 
the results obtained for the pm10 prediction problem are presented in tables 2, 3 and 4. 
they indicate the forecasts based on abl predicted values for rfr, lr and dtr methods, 
respectively. the layout of the tables is identical to that described in table 1. table 2 contains 
the results of pm10 prediction based on the abl predicted value obtained by the rfr proce-
dure. in the case of training data for all days, the rfr method proves to be the best method 

Figure 2: results of abl prediction for test set based on holt-winters method.

Figure 3: results of abl prediction for training subset based on holt-winters method.
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Table 1: results of abl prediction.

prediction day 1 2 3

algorithm LR RFR DTR LR RFR DTR LR RFR DTR

msE (train) 19.69 3.65 1.07 19.15 3.66 10.74 19.90 3.58 10.61

r2 (train) 0.61 0.93 0.79 0.62 0.93 0.79 0.63 0.93 0.79

maE (train) 104.45 43.25 73.47 102.33 44.12 72.87 102.21 43.76 72.00

ia (train) 0.87 0.98 0.94 0.87 0.97 0.94 0.87 0.97 0.92

msE (test) 44.59 50.70 110.74 46.14 51.78 111.35 47.43 52.99 107.12

r2 (test) 0.65 0.61 0.14 0.64 0.60 0.14 0.63 0.59 0.17

maE (test) 156.71 163.62 228.06 159.79 164.76 226.66 162.00 167.32 218.93

ia (test) 0.89 0.86 0.77 0.89 0.86 0.78 0.88 0.85 0.78

Figure 4: abl predictions results based on lr procedure (3rd day).

for pm10 prediction. it should be emphasised here that its advantage expressed by all evalu-
ation measures is very significant. if we analyse the outcomes on the test data, better results 
for the lr algorithm than for rfr methods are observed. 

in the case of the analysis of pm10 prediction based on abl predicted value with lr 
procedure shown in table 3, the situation for the training as well as for testing data is the 
same as described above. the rfr method for pm10 prediction proved to be the most 
effective for all forecast days for training data. in the case of the test data, the lr method 
predominates. 

the last of the tests pertain to pm10 prediction based on abl predicted value with dtr 
procedure. the results of this numerical simulation are presented in table 4. again, for the 
training data, the rfr method wins unanimously. we also observe an overwhelming advan-
tage of lr method over the results achieved by the rfr and dtr approaches. in the case 
of algorithm analysis for the test data for the first day, the best predictor is the lr algorithm, 
which in the case of both the msE and the correlation measure R2 obtains much more favour-
able values. 

by comparing the pm10 prediction methods for individual days, it can be indicated that in 
each day, the lr-based prediction procedure is the most favourable for both abl and pm10. 
the lr method should be indicated as the preferred prediction solution. from the above 
studies, it can be concluded that the rfr algorithm is prone to overfitting, as it performs 
practically correctly for the training data. this observation is confirmed by ia = 0.99 and 
very low maE < 3.1 values. on the other hand, the dtr method has the opposite tendency. 
high values for all errors, often negative correlation values and frequently occurring ia < 0.7 
imply very poor predictor quality.
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Table 2: pm10 prediction based on abl predicted value with rfr procedure.

prediction day 1 2 3

algorithm LR RFR DTR LR RFR DTR LR RFR DTR

msE (train) 102.78 18.21 62.24 99.25 18.19 60.55 96.66 18.08 59.27

r2 (train) 0.82 0.97 0.89 0.83 0.97 0.89 0.83 0.97 0.90

maE (train) 7.67 3.11 5.71 7.53 3.09 5.63 7.46 3.04 5.52

ia (train) 0.95 0.99 0.97 0.95 0.99 0.97 0.95 0.99 0.97

msE (test) 165.26 245.53 353.61 156.97 250.92 346.66 171.99 258.55 501.61

r2 (test) 0.58 0.38 0.11 0.61 0.38 0.14 0.57 0.36 0.25

maE (test) 9.92 12.83 14.08 9.74 12.94 13.86 10.16 13.26 15.91

ia (test) 0.89 0.79 0.73 0.89 0.79 0.74 0.88 0.78 0.68

Table 3: pm10 prediction based on abl predicted value with lr procedure.

prediction day 1 2 3

algorithm LR RFR DTR LR RFR DTR LR RFR DTR

msE (train) 103.96 18.40 59.36 100.48 18.03 58.29 97.60 18.36 56.46

r2 (train) 0.82 0.97 0.90 0.82 0.97 0.90 0.83 0.97 0.90

maE (train) 7.71 3.09 5.66 7.56 3.05 5.59 7.52 3.04 5.48

ia (train) 0.95 0.99 0.97 0.95 0.99 0.97 0.95 0.99 0.97

msE (test) 160.92 246.22 359.12 156.12 257.03 370.53 173.58 261.52 504.97

r2 (test) 0.59 0.38 0.09 0.61 0.36 0.08 0.57 0.35 0.26

maE (test) 9.74 12.87 14.35 9.70 13.15 14.77 10.33 13.46 16.00

ia (test) 0.89 0.79 0.72 0.89 0.78 0.70 0.89 0.78 0.66

Table 4: pm10 prediction based on abl predicted value with dtr procedure.

prediction day 1 2 3

algorithm LR RFR DTR LR RFR DTR LR RFR DTR

msE (train) 103.89 18.57 59.63 100.27 18.32 58.21 97.58 18.59 56.83

r2 (train) 0.82 0.97 0.90 0.82 0.97 0.90 0.83 0.97 0.90

maE (train) 7.70 3.12 5.67 7.55 3.09 5.64 7.51 3.07 5.50

ia (train) 0.94 0.99 0.97 0.94 0.99 0.97 0.95 0.99 0.97

msE (test) 164.24 249.00 356.51 157.31 260.95 352.26 173.44 261.46 503.31

r2 (test) 0.58 0.37 0.10 0.61 0.35 0.13 0.57 0.35 0.25

maE (test) 9.83 12.93 14.21 9.79 13.27 14.07 10.29 13.44 15.91

ia (test) 0.89 0.79 0.72 0.89 0.78 0.73 0.88 0.78 0.67
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comparison of all result options presented in tables 2, 3 and 4 can be summarized visu-
ally. figures 5 and 6 show the changes of pm10 prediction for consecutive days based on 
the abl forecast provided by rfr and lr methods, respectively. due to the poor outcomes 
obtained by the dtr method, we decide not to present additional plots showing the pollution 
prognosis based on this method. however, the above analyses indicate that the lr method is 
the best choice for abl prediction. 

Figure 5: pm10 prediction based on abl predicted value with rfr procedure for 1st, 2nd 
and 3rd day, respectively.

Figure 6: pm10 prediction based on abl predicted value with rl procedure for 1st, 2nd 
and 3rd day, respectively.
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5 conclusions
this paper presented a study of predicting the level of pm10 of air pollution concentration as 
well as abl values using several statistical and ml procedures. as a result of the analysis, 
the best algorithm, which turned out to be lr, was selected. the research was conducted 
on real data from three measurement stations of the airly company in Kraków, poland. the 
results obtained are very valuable from an application point of view. the training sample 
covers the whole year, which enables the algorithm to learn different behaviours and trends in 
the studied phenomenon. on the other hand, the test sample covers the heating period, which 
is characterised by very high air pollution. despite the average correlation, the results are 
characterized by a very small error maE<10 (μg/m3) and a high agreement (0.88 < ia < 8.9), 
certifying that this identification of the smog existence predisposes the proposed algorithm 
to be used. the obtained results confirmed the thesis that adding real abl values and their 
predictions to the feature vector would contribute to obtaining an effective pm10 air pollu-
tion prediction algorithm. 

in the next research steps, further development of the proposed solution is planned, espe-
cially taking into account the issue of spatial scalability of the developed procedure and the 
possibility of applying the proposed algorithms to mobile devices.
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