
This paper is part of the Proceedings of the 14th International Conference on Structures Under 
Shock and Impact (SUSI 2016) 
www.witconferences.com

© 2016 WIT Press, www.witpress.com
ISSN: 2046-0546 (paper format), ISSN: 2046-0554 (online), http://www.witpress.com/journals
DOI: 10.2495/CMEM-V4-N3-231-246

 B. Esteban & N. Gebbeken, Int. J. Comp. Meth. and Exp. Meas., Vol. 4, No. 3 (2016) 231–246

A COMPARISON OF NUMERICAL MODELLING 
STRATEGIES IN CONTACT DETONATION SCENARIOS 

WITH CONCRETE TARGETS

B. ESTEBAN & N. GEBBEKEN
Institute of Engineering Mechanics and Structural Analysis, University of the Bundeswehr Munich, Germany.

ABSTRACT
With continuous advancements in computational capacity, it has become possible and feasible to 
numerically model very complex physical phenomena, for instance, high dynamic loads. Hydrocodes 
or, in other words, “wave propagation codes” were conceived to model such scenarios. Several numeri-
cal discretisations are available in these programs, which require the problem at hand to be modelled 
in distinct ways and which yield different results. In the present contribution, three different numerical 
strategies are compared. These employ a coupling of the Euler and the Lagrange scheme, the Euler 
scheme by itself as well as the Smooth Particle Hydrodynamics (SPH) scheme. Their application in 
the hydrocode ANSYS Autodyn to a contact detonation scenario with a concrete target and with a 
breakthrough is described as an example of a high dynamic load. This scenario is of special interest 
since it is a possible threat to critical infrastructure. The numerical results are compared and contrasted; 
individual strengths and weaknesses of the three numerical modelling strategies are identified also by 
validating their numerical results with an experimental one. To the authors’ knowledge, such compari-
son has not yet been done for contact detonation. It is concluded that the SPH method is the preferred 
strategy to model the considered scenario.
Keywords: ANSYS Autodyn, concrete, contact detonation, damage, high dynamic loads, numerical 
modelling strategies, numerical simulations.

1 INTRODUCTION
With continuous advancements in computational capacity, numerical simulations are 
becoming increasingly accurate and able to represent real-life problems. Whilst the struc-
tural response under static and quasi-static loads is generally understood for conventional 
problems and well established guidelines exist, this is not the case within the high dynamic 
loading regime. This has been a topic of ongoing research, mainly in the last two decades 
[1–4]. In order to model high dynamic events and to analyse the high frequency response 
of structural components, hydrocodes or “wave propagation codes” are successfully used 
(e.g. [5]). They are able to capture shock wave propagations and analyse the high frequency 
response of structural components. Hydrocodes can be based on the finite difference 
method, solving differential equations which are derived from the principles of conserva-
tion of mass, energy and momentum as well as on the constitutive law of the material 
relating these three variables. The discretisation of these equations is performed in time 
and space, taking the numerical stability of the employed explicit time integration into 
account by considering the Courant-Friedrich-Levy condition in every time step [6]. The 
numerical simulations of this paper are conducted in the commercial hydrocode ANSYS 
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Autodyn [7]. Once a computational model is verified and validated [8], numerical simula-
tions enable modelling a variety of loading scenarios that would be impractical and 
unrealistic to be conducted experimentally.

Several numerical discretisations are available in ANSYS Autodyn, which require the 
problem at hand to be modelled in distinct ways and which yield different results. On the one 
hand, previous studies show a general comparison between numerical schemes on a theoret-
ical basis (e.g. [9-10]). On the other hand, some studies have analysed the response of 
structural components to specific dynamic phenomena, having been mainly focused on 
impact and penetration problems (e.g. [11-15]). It was shown that the choice of the numerical 
scheme plays a key role in obtaining accurate and computationally efficient solutions.

The application of the current contribution is a contact detonation on a concrete target 
(including a breakthrough). It is chosen due to the fact that these attacks are a present threat 
for critical infrastructure, where normal strength concrete is widely used. These numerical 
simulations have two major challenges. The first challenge is the high dynamic loading 
regime. The maximum magnitude of the strain rates associated with contact detonation 
events is approximately 107s−1, with corresponding load duration of approximately 10μs [4, 
16]. The second challenge is the complex material behaviour of the composite material con-
crete, which shows, for instance, a hydrostatic pressure dependency as well as a strain rate 
dependency. As such, numerous material models have been conceived in hydrocodes to 
describe the behaviour of concrete subjected to high deformations, damage, and failure (e.g. 
[17-22]). A material model for concrete which was especially designed for the high dynamic 
loading regime and implemented in ANSYS Autodyn is the RHT material model [19, 23, 
24]. It has been proven to work well in a variety of high dynamic loading scenarios (e.g. [14, 
25, 26]) and it is therefore used for the target material in the current contribution’s numerical 
simulations.

This paper is structured as follows. Firstly, in Section 2 the three numerical modelling strat-
egies that will be compared, namely the coupled Eulerian-Lagrangian, the Eulerian and the 
Smoothed Particle Hydrodynamics (SPH), are introduced. Secondly, Section 3 describes the 
complete numerical modelling of a real-life contact detonation experiment (Fig. 1) documented 

Figure 1:  Contact detonation experiment: (a) frontside of concrete slab with explosive placed 
at the center before the experiment, (b) concrete slab after the experiment.
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by Landmann [27] using the three distinct numerical schemes. Next, in Section 4 the numerical 
results are compared to each other (verification) and to experimental results (validation). Sec-
tion 5 concludes this paper by summarising the advantages and disadvantages of the different 
approaches and gives a recommendation of the most suitable approach.

2 OVERVIEW OF THE NUMERICAL STRATEGIES
The three numerical modelling strategies that are compared in the current study are presented 
in Table 1. They differ in the discretisation techniques that are employed for the different 
material domains which are necessary for a simulation of a contact detonation problem.

2.1 Strategy 1: Euler-Lagrange

The first strategy is the common approach to model contact detonation problems used, for 
instance, in [28–31]. This classical approach models fluids in an Eulerian mesh and solids 
in a Lagrangian mesh. Thus, in contact detonation problems, this is translated as modelling 
air and explosive materials in an Eulerian mesh, where the mesh is fixed in space and the 
material flows through the cells. The target is modelled in a Lagrangian mesh, which means 
that the mesh is fixed to the material and displaces with it. Between the two mesh types, a 
sophisticated coupling algorithm has to be employed, which has its own computational 
costs. The chosen coupling algorithm in ANSYS Autodyn is the automatic (mesh free) 
coupling.

In its application to a contact detonation problem, this strategy faces the following chal-
lenge: in the target region close to the contact detonation, large deformations and thus 
mesh distortions occur, which might cause numerical instabilities. To overcome this prob-
lem, it is possible to apply an erosion criterion in ANSYS Autodyn to remove excessively 
distorted elements. This approach is purely numerical and has no physical meaning. The 
erosion criterion which is chosen in this paper uses the instantaneous geometric strain 
(GS). This scalar was introduced by ANSYS Autodyn and defined in dependency of the 
strain tensor as
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If this strain exceeds a certain user specified limit within an element, such element is 
eroded. The erosion strain limit is commonly defined by experience [31] and it is usually 
taken above 1.5 [12]. A disadvantage of this unphysical numerical technique is that mass and 
energy of eroded elements are lost. In ANSYS Autodyn, there is, however, the option to retain 
the inertia of eroded nodes. Nevertheless, it should be noted that the results of the numerical 
simulations may be very sensitive to the chosen erosion criterion [32].

Table 1: Discretisation techniques employed in the three numerical modelling strategies.

Domain (material)  Strat. 1 (Euler-Lagr.) Strat. 2 (Euler) Strat. 3 (SPH)

Explosive (PETN) Euler Euler SPH
Target (Concrete) Lagrange Euler SPH
Surrounding (Air) Euler Euler Not needed
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2.2 Strategy 2: Euler

The second strategy consists of modelling all domains in an Eulerian grid. There are two 
main advantages of this strategy in comparison to Strategy 1. Firstly, no coupling algorithm 
is necessary since there is just one discretisation type. Secondly, given that the grid is fixed in 
space (including for the concrete target), there are no element distortions and hence no need 
for an erosion criterion.

2.3 Strategy 3: SPH

The third strategy consists of modelling the explosive and the target using the mesh-free 
Smoothed Particle Hydrodynamics (SPH) method. Hereby the material is modelled as indi-
vidual “particles” (interpolation points) instead of a meshed continuum like in the other 
mentioned discretisation techniques. Each particle has its individual material properties. 
They are connected by the conservation equations. A separation of the particles is, however, 
possible, occurring when the space between two adjacent particles exceeds a critical value. 
Thus, this method is capable of dealing with and capturing very large deformations without 
a grid tangling problem. Moreover, this feature captures fracture and fragmentation of mate-
rials, including the phenomenon of flying-off debris. Furthermore, the modelling and 
calculation of the surrounding air are not necessary, reducing the numerical model size. 
Being established fairly recently in comparison to Strategies 1 and 2, the SPH method has 
been proven to adequately capture material behaviour in the high dynamic loading regime 
(e.g. [11, 33, 34])

3 NUMERICAL MODELS
In order to run numerical simulations, the following are required: geometries, discretisations, 
material models (target, explosive and air) and boundary conditions. Amongst these four, the 
greatest challenge in the problem discussed in the present paper lies in the material model due 
to the aforementioned complexity of concrete. Moreover, the results obtained from computa-
tional models are only as reliable as the accuracy of their input.

3.1 Geometry

The geometry set-up reproduces an experiment documented in [27] (Figs 1 and 2). In this 
experiment, the dimensions of the concrete target were 2m × 2m × 0.2m. It was subjected to 
a contact detonation using a cylindrical charge of 650g of PETN 1.5 located at the geometri-
cal centre of the target’s front side.

In order to save computational time, the experiment is modelled two-dimensional and 
radial symmetry is employed along the symmetry axis S.A. (Fig. 2). This numerical modifi-
cation of the target’s geometry does not significantly affect the results, since the influence of 
the target’s corners on the localised damaged region at the centre of the target can be 
neglected [35].

3.2 Loading

The detonation (PETN) is initiated by a point located at the cylindrical charge’s face opposite 
to the target at the symmetry axis S.A., marked red in Fig. 2. The energy of the exploding 
material is transferred to the target, causing a shock wave to travel through it.
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3.3 Boundary conditions

The symmetry boundary condition is necessary for all three strategies. Further boundary 
conditions are just needed for Strategies 1 and 2. These are flow-out boundary conditions 
applied to the remaining three sides of the Euler domain. No additional boundary conditions 
are required for Strategy 3 since the SPH method has an infinitely large domain.

3.4 Material models

The material properties are taken directly from the material library of ANSYS Autodyn. 
A specially designed material model for concrete in the high dynamic loading regime, the 
RHT material model [19, 23, 24], is used for the target. Similarly to every material model in 
hydrocodes, the RHT separates the constitutive model into two equations. The first one, the 
Equation of State (EoS), relates the hydrostatic pressure of the material to its density and 
energy. The second one, the strength model, relates the deviatoric stresses to strain, strain rate 
and material damage. Stresses above a given failure surface are projected back onto it by 
means of a standard projection algorithm of plasticity, resulting in plastic strain increments 
∆epl. The sum of these normalised by the pressure dependent fracture strain e f

pl(p) is com-
puted over time, yielding the damage variable D,

 D
p
pl

pl
f

= ∑
∆ε

ε ( )time steps

. (2)

Therefore, this damage variable considers only damage caused by the deviatoric part of the 
stress state. The hydrostatic part of the stress state is only regarded in the EoS and does not 
affect the damage variable. Other material models (e.g. [22]) define a different damage vari-
able which combines both sources of damage.

In order to compare the numerical modelling strategies, the same material parameters are 
employed for all three modelling approaches. For Strategy 1, however, an erosion criterion is 
necessary since otherwise the simulation terminated due to large element distortions. Ele-
ments whose instantaneous geometric strain (GS) exceeds a certain threshold are eroded. 
This threshold is chosen to be GS = 0.05, GS = 0.5 and GS = 2 for three separate simulations 
in Strategy 1. No erosion criterion is necessary for Strategies 2 and 3.

Figure 2:  Contact detonation model set-up for Strategies 1 to 3, the detonation point is 
marked red.
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3.5 Mesh and particle size

The discretisation should be fine enough to capture all physical phenomena and at the same 
time coarse enough to be computationally efficient. Therefore, the mesh size has to be deter-
mined by convergence studies, in order to make sure that the results are independent of the 
mesh size. For Strategies 1 and 2, a uniform mesh size of 2mm is used; for Strategy 3, a 
particle size of the same magnitude is chosen. The resulting number of nodes is 273,108 for 
Strategy 1,221,904 for Strategy 2 and 50,625 for Strategy 3.

4 RESULTS
In this section, the results of five different simulations are given and compared, as shown in 
Table 2.

4.1 Run time statistics

The numerical simulation strategies are given in Table 3 together with their corresponding 
number of nodes, number of cycles, run time until 0.1ms and run time per cycle. As a primary 
analysis, the run times of the simulations until a simulation time of 0.1ms are compared. 
Within this simulation time, the energy of the explosion is transferred into the target (Fig. 3). 
The runtimes are normalised by the value of EL2.

Firstly, simulations using Strategy 1 (EL1, EL2, EL3) take significantly more time to run 
than using the other two strategies. This is due to the coupling algorithm between the Euler and 
the Lagrange domains. It decreases the time step size of the explicit time integration scheme, 
resulting in a larger number of cycles compared to the other two strategies. Furthermore, this 

Table 2:  Compared numerical simulations
.

Simulation Strategy Erosion Criterion

EL1 Strategy 1: Euler-Lagrange model GS* = 0.05
EL2 Strategy 1: Euler-Lagrange model GS* = 0.5
EL3 Strategy 1: Euler-Lagrange model GS* = 2

E Strategy 2: Euler model -
SPH Strategy 3: SPH model -

*Instantaneous Geometric Strain

Table 3: Run time statistics for the numerical modelling strategies.

Simulation
Number of 

Nodes
Number of Cycles 
Until 0.1ms [ % ]

Run Time Until 
0.1ms [%]

Run Time Per 
Cycle [%]

EL1 273,108 3,198 199.2 97.7
EL2 273,108 1,568 100.0 100.0
EL3 273,108 1,539 90.5 92.2

E 221,904 576 21.7 59.1
SPH 50,625 656 11.8 28.3
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coupling algorithm has its own computational costs, increasing the run time per cycle. This is 
clearly appreciated when comparing the run times per cycle between simulations EL and sim-
ulation E; simulations EL have 23% more nodes, however the run time per cycle is, on average 
(EL1, EL2, EL3), 64% larger.

Secondly, the algorithm eroding the elements requires the cycle to be recalculated. Hence, 
the number of cycles increases with a decreasing geometric strain limit for erosion, resulting 
in longer simulation run times. However, this holds only at the beginning of the simulation, 
since, as the simulations run longer (from ~5ms), mesh distortions in the Lagrangian domain 
govern the time step size and therefore the total run time. This means that largely distorted 
elements are eroded in simulations EL1 and EL2 but such elements are retained in simulation 
EL3. This causes simulation EL3 to even practically stop at ~9ms due to the continuous 
decrease in time step size.

Thirdly, the SPH method is the fastest of all compared strategies mainly due to the rela-
tively small number of nodes. This strategy employs only approximately a quarter of the 
nodes compared to simulations EL and E and needs approximately the same number of cycles 
as simulation E. However, as a mesh-free method, the SPH method comprises extra compu-
tational costs to update the region of influence of every node (and thus its magnitude of 
influence on a neighbouring node) for every time step. Hence, its computation time is not a 
quarter but rather half of the run time compared to simulation E.

4.2 Transferred energy into the concrete target

In Fig. 3 the total energy in the concrete target is plotted against time. The energy transfer 
between the exploding material and concrete is effectively done within 0.1ms in the present 
case scenario.

Previous studies have reported possible problems in the SPH scheme. For instance, Clegg 
et al. [12] noted problems regarding stability, consistency and conservation. In addition, Mar-
graf [36] observed problems in the SPH scheme to release the energy of a detonation. 
However, the current results do not show these drawbacks due to the advances in this field. 
The energy resulting from the detonation which is transferred to the target has a similar order 
of magnitude for all employed simulations.

Figure 3: Variation of total energy in concrete target with time.
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In simulations E and SPH, more energy is transmitted to the concrete target than in simu-
lations EL. The reason for this is that the Euler-Lagrange coupling algorithm affects the 
energy transmission. Furthermore, Fig. 3 shows the effect of using different erosion criteria 
in simulations EL on the total energy of the target. A geometric strain erosion value of GS = 
2 (EL3) does not reduce the energy in the concrete at this initial stage. With an erosion value 
of GS = 0.5 (EL2), the transmitted energy is reduced by the erosion of elements starting at 
~0.025ms. Therefore, the maximum total energy transmitted to the target is just ~95% of the 
maximum energy using the higher erosion value of GS = 2 (EL3). In addition, the total 
energy in the target decreases as an increasing number of elements are eroded with time. If 
an erosion value of GS = 0.05 (EL1) is employed, element erosion starts very early, resulting 
in a maximum transmitted energy of only ~20% of the maximum energy using the higher 
erosion value of GS = 2 (EL3).

4.3 Damage of concrete target

The energy transferred from the exploding material causes a shock wave in the target. The 
shock wave gets reflected on the backside of the target and returns as a tension wave through 
the concrete. This entire process can cause crater, spalling and breakthrough areas (Fig. 4). 
These regions are marked in Fig. 4 on a cross-section of a concrete specimen after a contact 
detonation experiment documented in [27].

In Fig. 5a–e, the evolution of the damage variable D at different instances of time is given 
for the five numerical simulations. The locality of the problem can be observed in all plots; 
most damage occurs within the bottom third of the target domain.

The effect of using different erosion criteria is visible in Fig. 5a–c. The simulation results 
vary significantly. Hence the erosion criterion choice is critical. By varying it, unphysical and 
arbitrary results may be achieved. However, as mentioned in Section 2.1, it is necessary to 
activate erosion in the Euler-Lagrange strategy. If erosion is not activated, the simulation 
terminates due to mesh distortions at ~0.9ms. This is even earlier than using a geometric 
strain erosion value of GS = 2 (EL3), which stops at ~9ms due to mesh distortions.

Using a geometric strain erosion value of GS = 0.5 (EL2), material cells which are in the 
direct way of the explosive charge are eroded. Since these cells correspond to material that 
detaches from the target and becomes debris in the current scenario, the erosion has nearly no 
effect on the damage of the remaining target material, where a discrete crack pattern can be 
observed. The crack propagation and crack direction (as produced by the shock wave) corre-
late well with experimental results (Table 4). With this set-up, the simulation runs until 20ms 
without giving numerical problems.

Figure 4:  Cross-section of a concrete specimen after a contact detonation experiment [27], 
showing the definitions of crater, breakthrough and spalling areas as well as the 
determination of their dimensions.
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Further reducing the geometric strain erosion value to GS = 0.05 (EL1) leads to an erosion of 
increasingly more material cells at the sides of the breakthrough hole. This low geometric strain 
erosion value leads to an erosion of most of the damaged cells, which causes material separation 
at the cracks. Thus, nearly no crack pattern in the inner part of the material is obtained.

The flying-off debris cannot be captured by any of the simulations EL; whilst the elements 
do not detach from the target in EL3 (Fig. 5c), the elements are eroded in EL1 and EL2  
(Fig. 5a and b). It should be noted that in other scenarios, including contact detonation cases 
without a breakthrough, the erosion resulting from applying a geometric strain erosion value of 
GS = 0.5 already has a negative effect on the results, increasing the crater dimensions unrealis-
tically. In those scenarios, it is recommended to use a higher geometric strain erosion value.

Figure 5:  Evolution of damage variable at different instances of time for numerical strategies, 
the symmetry axis is at the base.
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In simulation E (Fig. 5d), the material deforms in an extensible and stretching manner, 
rather than in a more brittle way as would be expected in concrete. Furthermore, simulation 
E is not capable of capturing discrete cracks inside the material. Instead, it shows fully dam-
aged material which remains in the target, except in the main breakthrough area. Damage 
appears at every interface between the target and the surrounding domain, including far away 
from the explosion. Moreover, target material seems to dissolve into the air. Both phenomena 
are unphysical and should be neglected in the further evaluation of crater and spalling dimen-
sions. All the previously mentioned effects are due to the fact that the material simply flows 
through the fixed Eulerian grid and mixes at the material boundaries. The current computa-
tional set-up can be interpreted as a three fluid flow problem where the three fluids ‘air’, 
‘PETN’ and ‘concrete’ move within each other and mix with each other. Despite these limi-
tations, some flying-off debris can be seen at 20ms. Debris is, however, hard to be distinguished 
from the aforementioned dissolving material.

Lastly, simulation SPH (Fig. 5e) gives the most realistic representation of cracks. On the 
one hand, similarly to simulations EL2 and EL3, discrete crack development and propagation 
is present. On the other hand, it captures crack opening, as SPH particles separate. This mesh-
free method is the only one, amongst the compared ones, which enables this separation. 
Therefore, it is the only numerical approach which adequately captures flying-off debris.

4.4 Crater and spalling dimensions and their validation

The experimentally observed and the numerically simulated sizes and shapes of the target’s 
crater and spalling areas are compared in Table 4 and 5. After the experiments were per-
formed, locked material was removed from the concrete target using a steel hammer [27]. 
This method induces the power used to remove loose material as a further aspect to bear in 
mind affecting the experimental damage dimensions.

In order to determine the crater and spalling dimensions of the numerical results, the dam-
age variable needs to be interpreted. The current approach is to consider fully damaged 
material as material which might be locked but can, however, be easily removed by hand with 
a steel hammer.

Table 4 compares the crater and spalling dimensions of the numerical and experimental 
results. The numerical results are taken at 20ms except of EL3 where the simulation was 
stopped at ~9ms as discussed in Section 4.1. The cells are coloured if the numerically obtained 
values deviate more than 20% from the experimental values; they are coloured in orange if 
they are overestimated and in green if they are underestimated. The threshold of 20% has 
been chosen since experimental results with concrete usually have a standard deviation of up 
to this value [27].

The crater and spalling depths are predicted well in all simulations. Furthermore, in simu-
lations EL, the different geometric strain limits have a noticeable impact on crater, 
breakthrough and spalling diameters. The lower the limit, the more elements are eroded and 
the higher these dimensions. Even though it seems visibly that too many elements are eroded 
using GS = 0.05 (EL1), this value gives the best prediction of the spalling and crater diame-
ters amongst the simulations EL. The breakthrough diameter is, however, overestimated by 
28%. The other two limits, GS = 0.5 (EL2) and GS = 2 (EL3), give fairly similar results to 
each other; the breakthrough diameter is correctly predicted but the spalling and crater diam-
eters are underestimated. Since the breakthrough diameter is of major interest in a 
breakthrough scenario, the simulations with GS = 0.5 (EL2) and GS = 2 (EL3) are considered 
to be better than the simulation with GS = 0.05 (EL1). Amongst these two, the simulation 
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EL2 is preferred since it is able to run until 20ms in the present breakthrough scenario. How-
ever, it should be noted that a variety of different geometric strain limits between 1.3 and 2 
have been proven successful for other scenarios, such as impact and contact detonations 
without a breakthrough (e.g. [12,19,24,37,38]).

Moreover, the underestimation of the crater and spalling diameter in EL2 and EL3 could 
be improved if a different interpretation of the damage variable is chosen, for instance, 
detaching of target material is possible if the damage variable exceeds a certain threshold. 
This approach was proposed in [31] for their own developed material model, where the dam-
age variable is computed differently. This approach is not employed in the present contribution 
(using the RHT material model) since the outcome of such procedure depends critically on 
the chosen threshold.

Despite the unrealistic looking dissolving effect of the target material into the air and the 
missing crack patterns in the target in simulation E, the crater and spalling diameters are 
within an acceptable range compared to the experiments. However, the breakthrough diame-
ter is overestimated and deviates 31% from the experimental value. This is due to the fact that 
the shape of the breakthrough area is not a V-shape, as in the experiments and in the other 
simulations (Table 5), but rather tube shaped; this is created by the fluid-like flow of material.

The SPH numerical simulation is the only one whose crater and spalling dimensions lie 
within the 20% margin from the experiment. Therefore, it can be concluded that this particle 
method is the best approach to obtain accurate crater and spalling dimensions in the scenario 
considered in this paper.

Table 5 shows the cross-section of the experimental target in comparison to the numerical 
results of EL2 (the preferred one amongst the Strategy 1 simulations), E and SPH at 20ms.

4.5 Summarised comparison

A summary of the findings of the three numerical modelling strategies is presented in Table 
6. The three numerical strategies are compared in terms of the necessary time to set up a 
model, the necessary time to modify a model (e.g. to conduct a mesh convergence analysis or 
a parameter study), the required domains, and the quality in the prediction of damaged 
regions using the results of EL2 for the Euler-Lagrange Strategy as in Table 5. A tick (✓) 
states that the value is acceptably close to the experimental result, i.e. it differs less than 20%. 
A cross (✕) indicates a deviation larger than 20%.

Table 4:  Comparison of the crater and spalling dimensions (in cm) of the experimental and 
numerical results.

Crater 
Diameter 

Crater 
Depth

Break-
through 

Diameter

Spalling 
Depth 

Spalling 
Diameter 

Experiment 52 8 32 12 66
EL1 50 6 41 14 75
EL2 37 7 30 13 39
EL3 34 6 29 14 38

E 47 8 42 12 61
SPH 44 7 26 13 72
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Table 5:  Cross-section of the experimental target in comparison to the numerical results  
at 20ms.

Table 6: Summary of the findings of the three numerical modelling strategies.

Numerical modelling strategy

Euler-Lagrange (EL2) Euler (E) SPH (SPH)

Time to set up model High Medium Low
Time to modify model High Medium Low

Required domains
- Explosive
- Target
- Surrounding

- Explosive
- Target
- Surrounding

- Explosive
- Target

Quality in the prediction  
of damaged regions
• Crater depth ✓ ✓ ✓

• Crater diameter ✕ ✓ ✓

• Breakthrough diameter ✓ ✕ ✓

• Spalling depth ✓ ✓ ✓

• Spalling diameter ✕ ✓ ✓

• Flying-off debris ✕ ✕ ✓
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Numerical modelling strategy

Euler-Lagrange (EL2) Euler (E) SPH (SPH)

Further comments
Erosion criteria  
necessary due to  
mesh distortions

-  Unphysical 
damage in 
target-air  
interface

-  No crack pattern 
 inside target

5 CONCLUSIONS
In the present contribution the strengths and weaknesses of three numerical modelling strat-
egies are compared for a contact detonation scenario with a concrete target (including a 
breakthrough). It is shown that the modelling technique has a large influence on the numeri-
cal simulation results. For the presented scenario, the SPH scheme is preferred due to the 
following reasons. Firstly, no erosion criterion (an unphysical numerical technique) is neces-
sary for SPH. Secondly, damaged areas are accurately captured: a realistic crack pattern 
inside the concrete target as well as crater and spalling dimensions. Thirdly, the SPH strategy 
is the computationally most efficient one. Fourthly, the SPH scheme has the advantage that 
flying-off debris can be modelled. This is of particular interest since high velocity debris 
could damage people and valuable equipment on the protective side of concrete structures. 
Fig. 6 shows the superposition of the experimental and the numerical results using the SPH 
method as the best numerical strategy.

Within the field of contact detonations, further investigations should focus on whether the 
findings of this paper could be extrapolated to firstly, contact detonation problems without 
breakthrough; secondly, 3D models of such problems; thirdly, to other target materials 
including reinforced concrete; and fourthly, to multi-layered targets. Moreover, the SPH tech-
nique should be further investigated for other scenarios in the high dynamic loading regime. 
Furthermore, the most successful interpretation of the damage variables in different material 
models should be investigated.
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Figure 6:  Superposition of the experimental and the numerical results using the SPH method 
as the best numerical strategy.
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