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ABSTRACT
Hydrodynamic slug fl ow is the commonest fl ow regime observed in high viscosity liquid–gas horizon-
tal pipelines over a wide range of different fl ow conditions.  Hydrodynamic slugging tends to generate 
large vibrations that may impose structural instability or even damage oil production pipelines. For 
that reason, there is a need to investigate high viscosity slug fl ow regime to understand its complex 
characteristics. This is pertinent when considering that existing slug fl ow models used in the petroleum 
industry to design production pipelines are not suitable for predicting the behaviour of high viscosity 
oil–gas fl ow. In this study, the effects of liquid viscosity and fl ow variables on slug fl ow regime were 
investigated experimentally through the analysis of two key parameters—slug frequency and slug body 
liquid holdup, both measured with a gamma densitometer. Comparison of the measured slug param-
eters to existing correlations revealed that slug body liquid holdup correlations were in close agreement 
with high viscosity experimental data. However, none of the existing slug frequency correlations used 
was able to produce accurate predictions. A new empirical correlation for slug frequency was proposed. 
Compared with existing correlations, the newly proposed correlation performed much better in predict-
ing slug frequency of high viscosity liquid–gas fl ows.
Keywords: Empirical correlation, gamma beam densitometer, hydrodynamic slug fl ow regime, multiple-
linear regression, slug body liquid holdup, slug frequency, two-phase fl ow.

1 INTRODUCTION
Previous experimental studies on high viscosity liquid–gas horizontal fl ows have identifi ed 
hydrodynamic slug fl ow as the commonest fl ow regime encountered over a wide range of 
different fl ow conditions [1–3]. Unfortunately, mechanistic models currently used for design-
ing and analysing the performance of oil production pipelines and their support systems are 
not suitable for simulating the characteristics of high viscosity oil–gas systems. This is 
because the empirical correlations used to close the governing equations of these mechanistic 
models are based on test data of low viscosity oil–gas fl ows, which tend to have different 
hydrodynamic features compared with high viscosity liquid–gas fl ows.

Gregory and Scott [4] were among the earliest researchers to formulate an empirical model 
for predicting slug frequency in horizontal gas-liquid fl ows. The empirical model correlates 
mixture velocity, diameter and gravitational acceleration and ignores the physical properties 
of the multiphase working fl uid involved. The authors developed the correlation on the basis 
of experimental observations of multiphase mixture of carbon dioxide and water fl owing in 
horizontal pipes with internal diameters of 19 and 35 mm.

Gregory et al. [5] developed one of the commonly used empirical correlations for predict-
ing slug body liquid holdup. The correlation was based on capacitance sensor measurements 
of in situ liquid volume fraction of liquid slugs fl owing inside gas-liquid horizontal pipelines 
with internal pipe diameters of 25.8 and 51.2 mm.  The oil used throughout the oil air tests 
had a low viscosity of 0.00675 kg/m.s (6.75 cP).

Heywood and Richardson [6] performed air–water experiments inside a pipe with a 42-mm 
bore. They used gamma densitometry to capture radiation intensity data, which were used to 
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generate probability density function plots of the liquid hold-up for the slug fl ow. The average 
liquid hold-up within the fi lm region and average liquid hold-up within the slug body were 
obtained from these functions. The authors estimated their experimental slug frequency from 
power spectral density (PSD) plots. They developed an empirical model correlating average 
slug frequency with mixture velocity, input gas volume fraction and the Froude number. 
Heywood and Richardson [6] model is similar to the Gregory and Scott [4] correlation, but is 
based on a relatively smaller experimental data set.

Manolis et al. [7] experimentally investigated the relationship between pressure and slug 
frequency. The authors modifi ed the Gregory and Scott [4] correlation for the purposes of 
analysing high-pressure fl ow systems. Although the Manolis et al. [7] correlation produced 
more accurate predictions than the original Gregory and Scott [4] correlation, it was also 
found that the pressure had little effect on slug frequency.

Nydal [8] developed a slug frequency correlation on the basis of air–water fl ow experi-
ments performed in pipes with internal diameter ranging from 31 to 90 mm. The model 
correlates the pipe diameter, gravitational acceleration and superfi cial liquid velocity with the 
slug frequency. Since gas velocity is neglected, the Nydal [8] correlation can only be expected 
to give reasonable predictions in low viscosity liquid–gas fl ow systems where the liquid fl ow 
rate is so high that gas velocity has negligible impact on slug frequency.

Abdul-Majeed [9] and Gomez et al. [10] proposed unifi ed empirical correlations for calcu-
lating slug body liquid holdup for different pipe orientations. Abdul-Majeed [9] correlation is 
capable of predicting slug body liquid holdup in both horizontal and inclined liquid–gas pipe 
fl ow.  The correlation was developed from a large database of oil–gas experiments conducted 
in pipes with internal diameters of 25.8 and 203.2 mm for liquid viscosity ranging from 0.001 
kg/ms (1.0 cP) to 0.007 kg/ms (7.0 cP). On the other hand, Gomez et al. [10] used experimen-
tal data from six different slug fl ow studies in literature to develop their own unifi ed 
correlation for predicting slug body liquid holdup in vertical, horizontal and inclined gas– 
liquid pipe fl ow.

Shea et al. [11] developed a slug frequency correlation based purely on data from an oil 
fi eld. It was the fi rst correlation to make slug frequency a function of pipe length. In addition 
to pipe length, the slug frequency correlation is also a function of pipe diameter and superfi -
cial liquid velocity.

Gokcal et al. [12] based their work on observations made from high viscosity oil–air fl ow 
experiments in a horizontal pipe with 50.8-mm bore. The oil viscosities used in the experiments 
were restricted to the range of 0.181 kg/ms (181 cP) to 0.589 kg/ms (589 cP). Gokcal et al. [12] 
developed a slug frequency correlation that took explicit account of the effects of liquid viscos-
ity by balancing viscous and gravitational forces acting on the slug fl ow. Kora et al. [13] 
investigated the effect of high liquid viscosity on slug body liquid holdup. The oil–gas experi-
mental study was conducted in a horizontal pipe section with internal diameter of 50.8 mm for 
the liquid viscosity range of 0.181 kg/ms (181 cP) to 0.589 kg/ms (589 cP). The authors did not 
observe any signifi cant liquid viscosity effect on slug liquid holdup. On the basis of their study, 
Kora et al. [13] developed an empirical model to predict slug body liquid holdup.

Although few studies such as Gokcal et al. [12] and Kora et al. [13] developed correlations 
for the prediction of high viscosity slug parameters, the fact remains that they are based on 
oil–gas test data with liquid viscosities much lower than the 1.1 kg/ms – 4.0 kg/ms range 
under investigation in this paper. In this research paper, an attempt is made to close the 
knowledge gap through the experimental investigation of the effect of high liquid viscosity 
on key slug parameters for the liquid range of 1.1 kg/ms (1100 cP) to 4.0 kg/ms (4000 cP). 
The effects of fl ow variables on the high viscosity slug fl ow were examined as well 
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2 EXPERIMENTAL SYSTEM

2.1 Layout of test facility

All experiments were performed in the 3-inch. ‘Cold Heavy Oil Production with Sand’ 
(CHOPS) test rig at Cranfi eld University. As depicted in Fig. 1, the test rig includes a hori-
zontal multiphase fl ow test section and supply systems for compressed air, water, light oil and 
heavy oil. The horizontal test section consists of transparent Perspex pipes (74.2-mm bores) 
and steel pipes (73.2-mm bore) joined together by their end fl anges. 

Oil–air two-phase fl ow experiments are not the only tests performed in the CHOPS test rig. 
As the name of the test rig suggests, high viscosity oil–sand–water three-phase fl ow experi-
ments are also carried out.  A detailed description of the test rig was provided in Okezue [14].

2.2 Instrumentation

As illustrated in Fig. 2, the fi xed single-beam gamma densitometer manufactured by Neftemer 
Ltd consists of a gamma source block and a sodium iodide (NaI) scintillation radiation detector.

The gamma source block contains a 5.5-GBq Caesium-137 radioisotope housed within a 
lead radiation protection shield, which in turn, is encased in stainless steel. The caesium-137 

Figure 1: A schematic diagram of the 3-inch. CHOPS test rig.

Figure 2: The gamma ray densitometer in the 3-inch. CHOPS test rig.



 C.N. Okezue, Int. J. Comp. Meth. and Exp. Meas., Vol. 2, No. 4 (2014) 377

radioisotope in the Neftemer densitometer is a dual-energy source emitting gamma rays in 
two broad photon energy levels. The transmitted gamma radiation is the source of the 662-keV 
high-energy level while scattered gamma radiation is the source of the lower energy level 
range of 100–300 keV. 

The sodium iodide (NaI) scintillation radiation detector is used to measure two separate 
sets of gamma attenuation data for the high- and low-energy levels at the sampling rate of 250 Hz. 
For this experimental work, only the measured gamma attenuation data for the high-energy 
spectrum was used in estimating slug frequency and slug body liquid holdup. 

Due to the random nature of gamma photon emissions from the caesium-137, there is a 
statistical uncertainty in gamma beam measurements.

This uncertainty is inversely proportional to the measurement time. In other words, statistical 
uncertainty decreases as the measurement time is increased and can be described by the equation:

 Statistical uncertainty =
1

Sen countN
 (1)

Statistical uncertainty is dependent on the sensitivity (Sen) of the densitometer and the size 
of the gamma attenuation data (Ncount) measured for a gas–liquid mixture over a period of 
time. Sensitivity is the relative difference between the response of the gamma densitometer 
to pure liquid and to pure gas:

 Sensitivity (Sen)
.

= −
+( )
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‘IG’ and ‘IL’ in the above equation represent mean gamma count values obtained when the 
gamma beam densitometer was calibrated with 100% air and 100% oil, respectively. In this 
present study, the gamma attenuation data were recorded for an average measurement time of 
70 s per experimental run, giving an average statistical uncertainty of 1.70%.   

Apart from statistical uncertainty due to random gamma photon emissions, there are other 
sources of error in gamma beam measurements. These are as follows: systematic error in the 
sodium iodide (NaI) scintillation radiation detector and error due to dynamic fl uctuation of 
the gas–liquid two-phase fl ow fi eld in the measurement pipe section. Error bars have been 
added to Figs 9–12 to account for the effect of all sources of error in measurements per-
formed with the gamma densitometer.

2.3 Test fl ow conditions

A series of experiments were performed with the CHOPS rig using the highly viscous CYL-
680 oil and compressed air as test fl uids. Table 1 summarizes the range of operating conditions 
covered.

Table 1: Fluid properties and fl ow conditions of horizontal oil–air fl ow.

Test fl uid Density (kg/m3)
Superfi cial 
velocity (m/s)

Dynamic 
viscosity (kg/ms)

Surface 
tension (N/m)

Air 1.22 Vsg = 0.00–4.00 0.0000183 –
Oil 900.32 Vso = 0.06–0.20 1.10–4.00 0.0313
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2.4 Test procedure 

The procedure for carrying out oil–air tests in the 3-inch. CHOPS rig starts with initial intro-
duction of single-phase viscous oil into the horizontal multiphase fl ow test pipe section. The 
liquid superfi cial velocity (Vso) is controlled by adjusting by-pass valve on the test rig or alter-
ing the speed of the oil pump. The liquid fl ow is usually given a few minutes to stabilize before 
compressed air is introduced into the horizontal test section. The air superfi cial velocity (Vsg) 
is controlled by means of a control valve in the test rig. For each experimental run, the oil–air 
mixture is allowed a few minutes to stabilize so that the prevailing fl ow regime inside the 
horizontal pipe test section is fully developed. Once the multiphase fl ow is stable, the fi xed 
single-beam gamma densitometer is used to measure or estimate the key slug parameters. The 
experimental procedure described above was repeated for oil with average dynamic viscosities 
(µL) of 1.1, 3.4 and 4.0 kg/ms. Average dynamic viscosity is used as a parameter in this study 
because no single constant value of dynamic viscosity can fully characterize the viscous effect 
of CYL-680 oil, which slightly behaves like a non-Newtonian fl uid. In this study, the deviation 
of instantaneous dynamic viscosities from their average values was found to be minor.

3 ANALYSIS AND DISCUSSION OF EXPERIMENTAL RESULTS

3.1 Effect of fl ow variables and viscosity on slug frequency

From the measured gamma attenuation data, liquid holdup data were calculated and then 
plotted as a function of time to create time-series diagrams. As shown in Fig. 3, the peaks in 
the signal waveforms of the time-series graph are indicative of the passage of liquid slug 
bodies through the steel measurement pipe section of the gamma densitometer, whereas the 
troughs indicate the passage of the fi lm region. Slug frequency is estimated by counting the 
number of peaks and then dividing it by the measurement time. However, not all liquid holdup 
time series graphs are as perfect as Fig. 3. There are time series diagrams where the peaks are 
of different heights with some representing the passage of slug bodies and other merely rep-
resenting travelling waves.

To isolate travelling waves from slug bodies, a liquid holdup threshold value of 0.7 recom-
mended by Nydal [8] is adopted as shown in Fig. 3. In estimating the slug frequency, only 
peaks above the liquid holdup threshold value were counted as slug bodies. Peaks below the 
threshold were considered travelling waves and ignored. Slug frequency was plotted against 
superfi cial air velocity for different liquid velocities and three oil viscosities namely – 1.1, 3.4 
and 4.0 kg/ms. The effect of liquid viscosity and fl ow variables on slug frequency at different 
viscosities was examined in Fig. 4.

Figure 3: The threshold value in the time series is used to estimate slug frequency.
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Figure 4 shows eight cases of slug frequency variations with superfi cial gas velocity for 
different oil viscosities and oil superfi cial liquid velocities. Increasing superfi cial gas 
velocity (Vsg) produces mixed results of constant, increasing and decreasing slug frequency 
with different degrees of variation for the eight cases illustrated in Fig. 4. When examined 
individually, the dominant tendency across most of the eight cases is for slug frequency to 
decrease as superfi cial gas velocity is increased. There are at least two outlier cases where 
slug frequency increases with superfi cial gas velocity. There are remarkable cases where 
the slug frequency variation with superfi cial gas velocity is rather complicated. In one such 
case, slug frequency remains constant at fi rst before declining with increasing superfi cial 
gas velocity. In other such cases, the slug frequency initially increases and then decreases 
with increasing superfi cial gas velocity. The complexities of the latter cases can be 
explained by wave mechanics at the gas–liquid interface. An increase in superfi cial gas 
velocity leads to an increase in the in situ gas velocity, which generates waves at the gas–
liquid interface causing slug frequency to rise. However, after a certain superfi cial gas 
velocity is reached, the gas phase suppresses liquid hold-up causing the decline of slug 
frequency thereafter. This is consistent with the fi ndings of a number of researchers such as 
Gokcal et al. [12] for high viscosity liquid–gas fl ows and Hernandez-Perez [15] for low 
viscosity liquid–gas fl ows.  

Moreover, for a specifi c value of oil superfi cial velocity (Vso), increasing the oil viscosity 
(µL) has the effect of increasing slug frequency in all eight cases. Similarly, for a specifi c 
value of oil viscosity, an increase in liquid superfi cial velocity also results in an increase in 
slug frequency. The explanation for this trend is that increasing liquid superfi cial velocity or 
liquid viscosity induces an increase in the liquid level within the horizontal pipe section. An 
increase in liquid level increases the probability for the occurrence of the critical liquid height 
required for the formation of slug bodies in accordance with the Kelvin–Helmholtz stability 
phenomenon. In other words, increasing liquid level in the pipe section results in a progres-
sive reduction of the time interval between the formation of slug bodies and therefore, a 
corresponding increase in slug frequency. The fi ndings reported above are consistent with 
experimental observations made by Colmenares et al. [1] and Gokcal et al. [12]. It is also 
clear from Fig. 4 that slug frequency is dependent on liquid viscosity. However, many exist-
ing empirical correlations for predicting slug frequency fail to account for the effect of liquid 
viscosity.

Figure 4:  Slug frequency versus air superfi cial velocity at different oil viscosities and oil 
superfi cial velocities.
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3.2 Comparison of experimental slug frequency against existing empirical correlations

Experimental slug frequency was compared with predicted results of different empirical cor-
relations for liquid viscosities of 1.1 kg/ms (1100 cP), 3.4 kg/ms (3400 cP) and 4.0 kg/ms 
(4000 cP) for the superfi cial liquid velocity of 0.11 m/s. 

From Figs 5–7, it is obvious that none of the slug frequency correlations were able to pro-
duce predictions of reasonable accuracy. The predicted results tend to diverge from 
experimental data by several orders of magnitude. Similar trends were noticed for compari-
sons between experimental and predicted slug frequencies performed for other superfi cial 
liquid velocities. Slug frequency correlations developed by Gregory and Scott [4], Heywood 
and Richardson [6], Nydal [8] and Manolis et al. [7] perform poorly because they all fail to 
account for the effect of liquid viscosity. These empirical correlations are based on horizontal 
slug fl ow tests with gas and low viscosity liquids (typically water or kerosene) where the 
effects of liquid viscosity are minor.

The slug frequency correlation developed by Gokcal et al. [12] is the only one that took 
explicit account of the effects of high liquid viscosity by balancing viscous and gravitational 
forces acting on hydrodynamic slug fl ow. Therefore, compared with the other correlations, 
predictions made with the Gokcal et al. [12] correlation is relatively closer to the experimen-
tal data. Unfortunately, as seen in Figs 5–7, predictions performed with the Gokcal et al. [12] 
correlation are insensitive to variation in the gas superfi cial velocity. In other words, this 
correlation is unlikely to perform well in conditions where gas fl ow rate is high enough to 
exercise strong infl uence over slug frequency. More importantly, the Gokcal et al. [12] 

Figure 5:  Measured slug frequency versus empirical correlations for Vso = 0.11 m/s and 
µL = 1.1 kg/ms.

Figure 6:  Measured slug frequency versus empirical correlations for Vso = 0.11 m/s and 
µL = 3.4 kg/ms.
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 correlation is based on high viscosity liquid–gas fl ow tests with liquid viscosity limited to the 
range of 0.181 kg/ms (181 cP) – 0.589 kg/ms (589 cP). 

To quantify the discrepancies between experimental data and predicted results in graphs 
above, Table 2 is produced. Three statistical parameters namely – average percentage relative 
error (APE), average absolute percentage relative error (AAPE) and standard deviation of 
relative error – were used to analyse the performance of the empirical correlations.

Figure 7:  Measured slug frequency versus empirical correlations for Vso = 0.11 m/s and 
µL = 4.0 kg/ms.

Table 2: Evaluation of slug frequency correlations using statistics.

Correlation

Liquid 
viscosity APE AAPE

Standard 
deviation

(kg/ms) (%) (%) (%)

Manolis et al. [7] 1.10 –70.48 74.57 35.97
3.40 –89.76 89.76 7.99
4.00 –92.53 92.53 6.09

Gregory and Scott [4] 1.10 –58.52 63.60 35.55
3.40 –82.90 82.90 11.34
4.00 –88.44 88.44 4.63

Heywood and Richardson [6] 1.10 –36.29 56.69 49.39
3.40 –72.79 72.79 17.71
4.00 –81.88 81.88 6.20

Nydal [8] 1.10 8.40 49.37 68.67
3.40 –44.59 48.78 34.01
4.00 –62.87 64.10 26.45

Shea et al. [11] 1.10 169.08 169.08 112.34
3.40 35.54 45.14 46.55
4.00 16.50 36.11 67.40

Gokcal  et al. [12] 1.10 12.20 26.89 38.52
3.40 12.33 22.35 27.05
4.00 15.86 29.80 60.29
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As seen in Table 2, the correlations either grossly overestimate or underestimate the slug 
frequency. In the case of the Shea et al. [11] correlation, the error exceeded 100%, meaning 
that the predictive results generated from that it were far away from the reality observed in 
the experiments. Generally, the error seems to increase as liquid viscosity varies from 1.1 kg/ms 
(1100 cP) to 4.0 kg/ms (4000 cP). This trend strongly indicates that there is a need for new 
empirical correlations that can account properly for the effect of extremely high liquid vis-
cosity on oil–gas fl ows.

3.3 Effect of fl ow variables and viscosity on slug body liquid holdup 

Slug body liquid holdup is a closure relationship used in mechanistic models for analysing 
hydrodynamic slug fl ow. In this study, experimental slug body holdup is obtained indirectly 
through probability mass function (PMF) plots of the gas void fraction time series produced 
from the measured gamma ray attenuation data. Generally, PMF plots generated from gamma 
attenuation data are used for fl ow regime identifi cation. A PMF plot with two peaks is an 
indicator that slug fl ow is the prevailing fl ow regime in the measurement pipe section. As 
illustrated in Fig. 8, the shorter peak is representative of fl ow of the liquid slug body while the 
taller peak represents the passage of gas pockets (i.e. fi lm region) through the measurement 
pipe section.

Gas void fraction values at which the maxima of the peaks in a PMF plot occur directly 
corresponds to the probabilistic gas void fraction values within the slug body and fi lm region. 
The corresponding liquid holdup values for the slug body and fi lm region can be calculated 
from the probabilistic gas void fraction values. To examine the effect of liquid and gas super-
fi cial velocities on slug body liquid holdup at different viscosities, Figs 9−11 were plotted.

Figures 9−11 indicate that slug body liquid holdup generally declines as air superfi cial 
velocity is increased for all three liquid viscosities used in this study. There is a general caveat – 
the decline in slug body liquid holdup is only apparent at air superfi cial velocities above 1.0 m/s, 
where the rate of gas transfer from the fi lm region to the slug front is high enough to promote 
signifi cant aeration of the slug body.  

As shown in Fig. 12, the slug body liquid holdup increases as liquid viscosity decreases. 
This viscosity effect becomes apparent at air superfi cial velocities above 1.0 m/s. The expla-
nation for the viscosity effect is as follows – the drag force affecting the relative motion 
between entrained gas bubbles and the surrounding liquid slug reduces with decreasing liquid 

Figure 8:  In the PMF plot, the shorter peak is the slug body and the taller peak is the fi lm 
region.
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viscosity. This means that gas is able to separate from liquid at a quicker rate. In other words, 
the amount of entrained bubbles within the slug body declines with decreasing liquid viscos-
ity, causing an increase in the liquid holdup. Trends similar to what is shown in Fig. 12 were 
also observed for other liquid superfi cial velocities. These trends apparently indicate that 
liquid viscosity has infl uence over slug body liquid holdup. It should be noted that error bars 
in Figs 9−12 represent the standard error in the measurement of slug body liquid holdup. 

Figure 9:  Slug body liquid holdup versus air superfi cial velocity at different liquid velocities 
for µL = 1.1 kg/ms.

Figure 10:  Slug body liquid holdup versus air superfi cial velocity at different liquid velocities 
for µL = 3.4 kg/ms.

Figure 11:  Slug body liquid holdup versus air superfi cial velocity at different liquid velocities 
for µL = 4.0 kg/ms.
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3.4 Comparison of experimental slug body liquid holdup against existing empirical 
correlations

Slug liquid holdup data estimated from PMF plots were compared against empirical correla-
tions developed by Gregory et al. [5], Abdul-Majeed [9], Gomez et al. [10] and Kora et al. 
[13]. The APE, AAPE and standard deviation of relative error were used to analyse the per-
formance of the empirical correlations.    

As seen in Table 3, Gomez et al. [10] and Abdul-Majeed [9] are the best performing correla-
tions when judged by their AAPE values. Across all three liquid viscosities, the predictions 
produced with those two correlations are closest to experimental data in terms of accuracy. Com-
pared with the others, Gregory et al.’s [5] was the least performing correlation in terms of AAPE 
values. Nevertheless, for a correlation that fails to account for the effect of liquid viscosity, Greg-
ory et al. [5] performed far better than expected. With the sole exception of Gregory et al. [5], all 
correlations displayed in Table 3 include a liquid viscosity parameter. However, it should be 

Figure 12:  Slug body liquid holdup versus air superfi cial velocity at various liquid viscosities 
for Vso = 0.20 m/s.

Table 3: Evaluation of slug body liquid holdup correlations using statistics.

Correlation

Liquid 
viscosity APE AAPE

Standard 
deviation

(kg/ms) (%) (%) (%)

Gregory et al. [5] 1.10 –3.90 4.24 4.20
3.40 –4.94 4.94 3.13
4.00 –6.53 6.53 4.83

Abdul-Majeed [9] 1.10 1.31 1.37 1.80
3.40 0.86 0.86 1.00
4.00 1.20 1.20 2.21

Gomez et al. [10] 1.10 0.98 1.00 1.79
3.40 0.60 0.61 1.31
4.00 1.13 1.14 2.48

Kora et al. [13] 1.10 –2.50 3.30 3.66
3.40 –4.50 4.50 2.97
4.00 –5.89 5.89 3.76
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pointed out that these correlations are based on oil–gas experimental data with liquid viscosities 
much lower than the 1.1 kg/ms (1100 cP) to 4.0 kg/ms (4000 cP) range under investigation.

4 DEVELOPMENT OF A NEW SLUG FREQUENCY CORRELATION 
FOR HIGH VISCOSITY LIQUID–GAS FLOWS

Using Buckingham Pi Theorem, four dimensionless groups were generated from physical 
quantities that are known to infl uence slug frequency (Freq) namely – mixture viscosity (µM), 
gas density (ρG), liquid density (ρL), mixture velocity (VM), superfi cial liquid velocity (VSL), 
acceleration due to gravity (g) and pipe diameter (D). 

Mathematically,

 Freq = Ψ ( )V V g DSL M L G M; ; ; ; ; ; r r m  (3)

Four dimensionless groups were obtained from eqn (3) as illustrated in eqn (4): 

 
⎛ ⎞ ⎛ ⎞×

= Ψ⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

SL

M M

VFreq D
V V M M; Fr ;Re  (4)

where

( )

( )
r

m

=

=

⎛ ⎞×
= ⎜ ⎟

⎝ ⎠

=

Ψ

M

M
M

Mixture Froude number Fr  

Mixture Reynolds number Re    

Dimensionless slug frequency (i.e. Strouhal number)  

Input liquid volume fraction   

= Function symbol

M

M M

M

SL

M

V
gD

V D

Freq D
V

V
V

For ease of calculation, a mixture density was replaced with liquid density in the equation for mix-
ture Reynolds Number. This is justifi able since mixture kinematic viscosity (µM/ρM) was found to 
be approximately equal to the liquid kinematic viscosity (µL/ρL) for over a range of fl ow conditions:
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Replacing mixture density with liquid density means that there is no need to introduce a sep-
arate correlation to obtain in situ gas void fraction and liquid holdup values that are necessary 
for calculating mixture density and mixture viscosity. 

The standard mathematical defi nition for Froude Number in eqn (4) was replaced with the 
defi nition for densimetric Froude number below: 

 Fr V
gDM M

L

L G

= ×
−( )

r
r r

 (6)

Across different liquid viscosities, Strouhal number correlated well with all the other 
dimensionless groups in eqn (4) as illustrated in Figs 13−15. Even though Figs 13−15 were 



386 C.N. Okezue, Int. J. Comp. Meth. and Exp. Meas., Vol. 2, No. 4 (2014)

just for Vso=0.20 m/s, similar trends were observed for the other two superfi cial oil velocities 
namely: 0.06 and 0.11 m/s.

Judging from the appearance of the curves Figs 13−15, it was hypothesized that the slug 
frequency correlation will follow the nonlinear format below:

 
Freq× Fr
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Figure 13:  Strouhal number versus mixture Froude number at various liquid viscosities for 
Vso = 0.2 m/s.

Figure 14:  Strouhal number versus input liquid fraction at various liquid viscosities for 
Vso = 0.2 m/s.

Figure 15:  Strouhal number versus mixture Reynolds number at various liquid viscosities for 
Vso = 0.2 m/s.
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Equation (7) was linearized using the natural logarithmic function:

 ( ) ( ) ( )
⎛ ⎞ ⎛ ⎞×

= β + + +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

a b c ReSL
M M

M M

VFreq DLn Ln Ln Ln Fr Ln
V V

 (8)

Multiple linear regression analysis was performed in eqn (8). As depicted in Table 4, the 
following intercept and the coeffi cients of the logarithmic equation were obtained: ‘Ln(β)’ = 
1.284; ‘a’ = 1.299; ‘b’ = 0.497 and ‘c’ = –0.531.

Taking anti-logarithm on both sides of eqn (8) and then fi tting in the regression coeffi cients 
gives

 
⎡ ⎤⎛ ⎞⎛ ⎞× ⎢ ⎥= ⎜ ⎟⎜ ⎟
⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
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0.497 –0.5313.6102 ReSL
M M

M M

VFreq D Fr
V V

 (9)

Re-arranging eqn (9) to make slug frequency the subject of the formula:
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V FrFreq
D V Re
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Equation (10) is the new slug frequency correlation (Freq) developed on the basis of data 
obtained from high viscosity oil–gas experiments performed for three liquid viscosities (1.1, 
3.4 and 4.0 kg/ms) at the fl ow conditions specifi ed in Table 1.

4.1 Statistical evaluation of the proposed empirical correlation

A plethora of statistical parameters were used to evaluate the reliability of the regression 
coeffi cients and the empirical model as a whole. These parameters are displayed in Tables 4 
and 5. Residual plots represented by Figs 16(a)−(d) were also used to illustrate the quality of 
the newly developed empirical model.

Table 4: Overall statistical evaluation of the slug frequency correlation.

Model dF Error dF SSE MSE R2 Adjusted R2

3 40 5.002 0.125 0.893 0.885

Table 5: Statistical evaluation of the regression coeffi cients in the slug frequency correlation.

Variable
Regression 
Coeffi cient

Standard 
error T-statistics P-values

Lower 95% 
Confi dence 
interval

Upper 95% 
Confi dence 
interval

Intercept Ln(β) = 1.284 0.371 3.458 0.001 0.534 2.034
Ln(VSL/VM) a = 1.299 0.121 10.718 0.000 1.054 1.544
Ln (FrM) b = 0.497 0.149 3.334 0.002 0.196 0.798
Ln (ReM) c = –0.531 0.093 –5.686 0.000 –0.720 –0.342
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In Table 4, the degree of freedom for the empirical model (‘model dF’) is 3, refl ecting the 
fact that three independent variables – ‘ReM’; ‘FrM’ and ‘VSL/VM’ – were used to develop the 
new slug frequency correlation. The sum of squares error (SSE) quantifi es the discrepancy 
between the actual values of the dependent variable and the predictions performed with the 
empirical slug frequency model. The mean squared error (MSE) quantifi es the degree of the 
scatter of the data around the idealistic straight line in the graph.

The ‘R2’ value (also called ‘coeffi cient of determination’) is a measure of the fraction of the 
variation in the dependent variable (i.e. Strouhal Number) that can be predicted by the inde-
pendent variables – Reynolds Number, Froude number and the input liquid volume fraction. 
Generally, the coeffi cient of determination (‘R2’) ranges from 0.0 to 1. 0. The ‘R2’ value is 0.0 
when none of the variation in the dependent variable can be predicted by the independent 
variables – meaning that there is no linear relationship between the dependent and independent 
variables. Conversely, ‘R2’ is 1.0, when all the variations in the dependent variable can be pre-
dicted exactly by the independent variables. The closer a ‘R2’ value is to unity, the higher the 
accuracy of an empirical correlation. In Table 4, the ‘R2’ value is 0.893. This means that 89.3% 
of the variation in the dimensionless slug frequency can be explained by the independent var-
iables. In other words, the proposed slug frequency correlation is a good regression model. 

Without accounting for the number of independent variables present, the ‘R2’ value quan-
tifi es how well an empirical model fi ts test data in a regression graph. Since empirical models 
with several independent variables can ‘twist’ and ‘bend’ to come nearer to the data points in 
the graph, an infl ated ‘R2’ value is always a possibility in multiple linear regression analyses. 

The adjusted ‘R2’ value tackles this problem by accounting for the number of independent 
variables present an empirical model. The closer an adjusted ‘R2’ value is to unity, the higher 
the accuracy of the empirical model. In Table 3, the adjusted ‘R2’ value for the proposed slug 
frequency correlation is 0.885.

In Table 5, the standard error of the independent variables quantifi es the scatter of each 
coeffi cient value around its mean. The standard error – which is analogous to standard  deviation – 
is used to calculate the confi dence intervals. ‘P-value’ is the probability that an independent 
variable (i.e. dimensionless group) plays no role in the prediction of slug frequency with the 
proposed empirical model. A ‘P-value’ of 0.05 (i.e. 5%) or less is universally accepted as the 
signifi cance level at which it is okay to reject the null hypothesis that an independent variable 
is not having any effect on the dependent variable. As seen in Table 5, the P-values were below 
0.05; therefore, the null hypothesis was rejected. In other words, all the independent variables 
in the empirical model have signifi cant effect on dimensionless slug frequency.

Though not as robust as the statistical parameters in Tables 4 and 5, residual plots are also 
used to examine the overall suitability of empirical models. The plots check if there are any 
correlation between the variables and the residual values. If there is an obvious correlation 
between the residual values and the variables (e.g. the residual values increase as a variable 
is increasing), then the empirical model is unreliable. However, if the residual values appear 
random and do not indicate any obvious correlation between the residual values and the var-
iables, then the empirical model is deemed reliable. Given the randomness of the residual 
values in Figs 16(a)−(d), it is clear that the slug frequency model is reliable.

4.2 Comparison of proposed and existing slug frequency correlations against high viscosity 
experimental data

As part of the process of model validation, the newly developed empirical correlation was 
compared against independent high viscosity oil–gas data. Existing correlations in literature 
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were also tested against the independent data to compare their performance to the newly 
developed correlation. 

The independent data set was obtained from the 3-inch. CHOPS test rig for liquid viscosity 
of 2.5 kg/ms (2500 cP) at Vso = 0.11 m/s and was not included in the process of developing 
the new empirical correlation. As stated earlier, the empirical correlation was developed 
solely from the combined oil–gas data sets for 1.1 kg/ms (1100 cP), 3.4 kg/ms (3400 cP) and 
4.0 kg/ms (4000 cP).

Using the independent data set as standard reference, three statistical parameters namely – 
average percentage relative error (APE), average actual error (AAE) and standard deviation 
of relative error – were used to analyse the predictive performance of all the empirical corre-
lations as shown in Table 6.

Figure 16:  The plots indicate no obvious correlation between residual values and the 
logarithms of (a) mixture Reynolds number; (b) mixture Froude number; 
(c) liquid fraction and (d) predicted Strouhal number.

Table 6: Performance evaluation of proposed and existing correlations using statistics.

Correlation

Liquid 
viscosity APE AAE

Standard 
deviation

(kg/ms) (%) (Hz) (%)

Manolis et al. [7] 2.50 –82.49 0.370 16.66
Gregory and Scott [4] 2.50 –73.33 –0.408 18.19

Heywood and Richardson [6] 2.50 –58.76 –0.335 25.56
Nydal [8] 2.50 –37.81 –0.221 16.22
Shea et al. [11] 2.50 75.70 0.360 45.83
Gokcal  et al. [12] 2.50 24.14 0.096 32.38
Newly developed correlation 2.50 15.55 0.048 38.54
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From Table 6, it is clear that the correlations either overestimate or underestimate the slug 
frequency. Nevertheless, the newly developed slug frequency correlation outperformed the 
published correlations when judged by their APE and AAE values. In other words, with a 
relative error of 15.55%, the predictions of the newly developed slug frequency correlation 
are closest to experimental data in terms of accuracy. However, the standard deviation of the 
newly slug frequency correlation was quite high in comparison to the other correlations.

5 CONCLUSION
The effects of viscosity and fl ow variables on slug parameters were investigated experimen-
tally. It was found that increasing either oil viscosity or oil superfi cial velocity caused a 
corresponding increase in slug frequency. Increasing gas superfi cial velocity produced mixed 
results of constant, increasing and decreasing slug frequency with different degrees of varia-
tion. Despite these mixed results, the dominant tendency is for slug frequency to decrease as 
superfi cial gas velocity is increased at the different oil viscosities and oil superfi cial velocities 
used in this study. Generally, slug body liquid hold-up decreases with increasing air superfi -
cial velocity. For a given superfi cial liquid velocity, slug body liquid hold-up increases as 
liquid viscosity decreases. In most experiments conducted for this study, this viscosity effect 
becomes apparent at air superfi cial velocities above 1.0 m/s. Empirical correlations published 
in open literature were compared against measured high viscosity slug fl ow parameters. Slug 
body liquid hold-up correlations produced predictions in close agreement with high viscosity 
experimental data. On the other hand, none of the slug frequency correlations tested against 
experimental slug frequency data was able to produce predictions of reasonable accuracy. 
Generally, the errors in the slug frequency predictions increase as liquid viscosity varies from 
1.1 kg/ms (1100 cP) to 4.0 kg/ms (4000 cP).  This trend strongly indicated a need for a new 
slug frequency correlation that can account properly for effect of extremely high liquid vis-
cosity on oil–gas fl ows. On the basis of dimensional analysis and multiple linear regression 
analysis, a new empirical slug frequency correlation was developed. This newly developed 
slug frequency correlation was compared against an independent experimental data set. The 
comparison indicated that the new empirical correlation performed better than existing cor-
relations in terms of predicting slug frequency for high viscosity liquid–gas fl ows. This 
means that the new correlation can signifi cantly improve the accuracy of mechanistic models 
for analysing hydrodynamic slugging in horizontal high viscosity liquid–gas production 
pipelines.
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