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The most commonly used biometric technique for identifying people is fingerprint-based 

biometrics. It is divided into two parts: verification (if this individual is genuinely himself) 

and identification (identifying a person from a pool of persons). Due to the enormous 

number of comparisons required, the Automatic Fingerprint Identification System (AFIS), 

which typically conducts two stages: feature extraction and matching, had difficulties with 

a large database of fingerprint photos for the real-time application. So, more classification 

stages for complete fingerprint data can make it faster for the AFIS to identify a person. In 

this paper, we presented a classification method for identifying detailed fingerprint 

information by utilizing a deep learning approach to support the operations for classifying, 

identifying, and recognising the fingerprint. The proposed method was designed to 

differentiate certain fingerprint information, such as left-right hand classification, sweat-

pore classification, scratch classification, and finger classification. We privately created our 

fingerprint image dataset due to high personalization and security concerns (25 fingerprint 

images in the dataset with seven features for each image through the scanning technique). 

Finally, the research results for the proposed study were accurate and outperformed 

previous results. 
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1. INTRODUCTION

Customers typically use various identifying evidence 

amounts, keys, or smart cards to protect their hardware, 

software, or systems that contain sensitive data. However, 

these defense mechanisms could be misunderstood, stolen, or 

disregarded. Consequently, biometric systems rather than the 

conventional security measures have been deployed. 

Biometrics, which is the automatic identification of an 

individual based on unique physiological or behavioral 

characteristics, are inherently more reliable and eligible than 

conventional methods like PIN and passwords in identifying a 

trustworthy person from a fraudulent impostor [1-5]. 

The Automated Fingerprint Identification System (AFIS) is 

a very popular security system to identify or recognize the 

right person because the fingerprint is unique and constant [6, 

7]. It is one of the most reliable biometric technologies among 

the several major biometric technologies that are either 

currently ready-made or under investigation. The AFIS is a 

biometric identification method that collects, examines, and 

stores fingerprint data using digital imaging technology. The 

Federal Bureau of Investigation (FBI) of the United States 

frequently used the AFIS in criminal investigations [8]. 

The fingerprint is a mark for everyone, and it is located at 

the ends of all fingers, as confirmed by the Czech anatomy 

scientist 'Purkinje' in 1823 [9], when he discovered the fact of 

fingerprints and found that fine lines located in the headers of 

the fingers (bony) differ from person to another person. Later, 

in 1858, William Herschel (England) adopted the fingerprint 

to identify human beings [10]; usually, the left thumb 

fingerprint is enough to prove identity. It consists of heights 

and depressions in the skin-forming lines that affect them after 

touching the surfaces [11]. 

The fingerprint as a biometric system is classified into two 

systems. Initially, verification is needed to determine if this 

person is truly himself. Secondly, identification is to identify 

a person from a pool of people [12]. The fingerprint is a visual 

representation of local parallel edges and valleys that 

characterize the surface of the fingertips [13]. 

Since there are many variations in the finger shapes of 

young persons under the age of 18 [14], the discrimination of 

human fingerprints is a challenging problem. Because of this, 

many techniques may be used to accurately identify 

fingerprints [15-17]. However, there are numerous methods 

for feature extraction and numerous learning processes that go 

into the recognition of human fingerprints. The technology for 

fingerprint recognition currently encounters various 

challenges. Particularly after converting the image to two-

dimensional (2D) photos, certain details may be overlooked 

and destroyed, and the fingerprint that is recovered might not 

be accurate and full; for instance, it might be missing some 

areas or contain scars that are twisted or stained. These will 

have a negative impact on the effectiveness of feature 

extraction and fingerprint recognition [18]. In order to remove 

the obstacles that lower fingerprint classification accuracy and 

matching accuracy, new algorithms are required. 

In order to extract features from fingerprint images and 

match them with a dataset after training the Neural Network 
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NN for more security with a high level of accuracy, this paper's 

main objective is to manually create a dataset of 25 fingerprint 

images with seven features for each image through the 

scanning technique. 

The remainder of this paper is structured as follows. The 

proposed methodology for the wavelet-based fingerprint 

recognition framework is discussed in Section 2. The testing 

of the suggested system was described in Section 3. The 

simulation results and discussion were reported in Section 4. 

Finally, Section 4 presents the planned study's final 

observations. 

2. PROPOSED METHOD

The four required steps are described step-by-step in the 

proposed system's four stages. The first step involves 

gathering fingerprints (building the database); the second step 

involves picture preprocessing (enhancing, digitalization), 

which turns the image into a formula that the computer can 

understand. The third stage entails training NNs using 

fingerprint image data. The fourth stage entails classification 

and matching procedures for evaluating fingerprint images and 

their compatibility with the database in order to diagnose 

tested fingerprints and determine ownership. The general 

phases of the proposed fingerprint system are explained in 

Figure 1. 

Figure 1. The general block diagram of fingerprint design 

2.1 Image acquisition and database creation 

In this work, the input, the fingerprints, is taken manually 

and in traditional ways by pressing the donor’s finger that 

contains ink on a white paper several times for the same finger. 

Ink is applied to the donor's finger for every input. In this 

scenario, the left thumbprint is considered. The image of the 

fingerprint is put into the computer using scanners that come 

with most homes. 

Table 1. The collection of fingerprint samples 

Sequence Training image Training image Training image Training image Testing image 

Donor no.1 

Donor no.2 

Donor no.3 

Donor no.4 

Donor no.5 

Due to high security and personalization cases, we privately 

constructed our own fingerprint image database. Moreover, 

during the database collection, any movement leads to the 

fingerprint's distortion, such as not pressing correctly. This 

unwanted movement will produce a non-desired shape and 

distorted image; even dust and soil in the air can cause 

inaccurate fingerprint images. For that reason, accuracy is 

required. For more knowledge, a computer cannot extract 

information from a low-quality image, and processing the 

distortion fingerprint image becomes very hard. Therefore, for 

the reasons that have been mentioned, the fingerprint is 

collected in the following manner: An A4 size sheet is divided 
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into several fields of 44 cm, and the fingerprint donor places 

his left thumb finger in the middle of the area several times in 

different positions (actually 5 times), as it has been used in 

reference [16]. This process gives five fingerprint images, and 

four of them are used in the training of NNs, while the 

remaining one was used for the testing process. As shown in 

Table 1, after collecting samples from a volunteer, fingerprint 

samples are entered into a computer by a scanner, and robust 

and special algorithms are used to cut and convert them into 

single images. The images are labeled to ensure that each 

fingerprint image belongs to the same person and are later 

entered into the database. Using scanners to take the image 

directly from the person and store it in the database is the best 

way to make sure that the fingerprint belongs to the right 

person. 

The proposed method is divided into two approaches: the 

first one is to extract the characteristics and train the NN, while 

the second one is to test the first approach. The general 

approach of the proposed system is depicted in Figure 2. The 

flowchart is simply divided into several steps, and each step 

represents an important stage of image processing. 

Figure 2. The flowchart of the proposed system 

2.1.1 Input image 

The process of inserting images requires the creation of a 

counter identical to the number of images used to ensure that 

all images have been correctly entered into the system 

database. The images are processed separately. It is necessary 

to reach the maximum number of entered images; if that is 

achieved, the NN will initiate the training process. Figure 3 

illustrates the flowchart of image counter initialization. 

2.1.2 Image enhancement 

After inserting the images into the system, the process of 

image enhancement begins. Each image has its own 

characteristics, and these characteristics are used as input in 

the subsequent processes; thus, the images must be improved. 

There are several ways to enhance the images; in this paper, 

the Fast Fourier Transform (FFT) method has been used to 

enhance the fingerprint images. 

In the FFT method, the image is divided into small 

processing blocks (32 by 32 pixels) before performing the 

Fourier transform as follows: 

F(U,V)= 

∑ ∑ 𝑓(𝑥, 𝑦) × 𝑒𝑥𝑝 {−𝑗2𝜋 × (
𝑢𝑥

𝑀
+

𝑣𝑦

𝑁
)}𝑁−1

𝑦=0
𝑀−1
𝑥=0  

(1) 

where, u= 0, 1, 2... 31 and v= 0, 1, 2, ..., 31. 

When enhancing a particular block by its dominant 

frequencies, we repeatedly multiply the block's FFT by its 

magnitude, where the magnitude of the original FFT is equal 

to abs(F(u,v)) = |F(u,v)|, the results in an enhanced block will 

be looks like the Eq. (2). 

g(x,y) = F-1
 {F(u,v) × |𝐹(𝑢, 𝑣)| k } (2) 

where, F-1(F(u,v)) is done by the Eq. (5), and (k) in formula is 

an experimentally determined constant, which we choose 

k=0.45 to calculate. While having a higher "k" improves the 

appearance of the ridges, filling up small holes in ridges, 

having too high a "k" can result in false joining of ridges. 

F(X,Y)= 
1

𝑀𝑁
∑ ∑ 𝑓(𝑢, 𝑣) × 𝑒𝑥𝑝 {𝑗2𝜋 × (

𝑢𝑥

𝑀
+

𝑣𝑦

𝑁
)}𝑁−1

𝑦=0
𝑀−1
𝑥=0  

(3) 

where, x = 0, 1, 2, ..., 31 and y = 0, 1, 2, ..., 31. 

In the present study, the above equations have been utilized 

to enhance the images. Figure 4 shows the image after FFT 

enhancement. While Figure 5 illustrates the image 

enhancement flowchart. 

Figure 3. Image counter initialization flowchart 
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Figure 4. The enhancement process of fingerprint using FFT: 

Original image (right), Enhanced image (left) 

Figure 5. Image enhancement flowchart 

2.1.3 Image binarization 

There are various different types of images. Some of these 

formats include binary, gray scale, and color (two-color). 

However, the image must be of a type that complies with the 

algorithm when working on an image matching system. Some 

filters can only be used with gray scale images, some only with 

color images, while some only need a two-color image. 

Because the proposed system technique deals with the 

function (wavelet), which requires the picture to be binary, 

two-color images is handled in this paper. Each image's 

characteristics are extracted. The flowchart displays the 

procedure for transforming the input image into a two-color 

image (Figure 6). In this case, nargen returns the quantity of 

function input parameters supplied in the call to the active 

function. Only the function body of a function uses this syntax. 

The image (C) provides the data as an array and makes use of 

the entire color spectrum in the color map. Each C element 

identifies the color for 1 picture pixel. An m-by-n grid of 

pixels, where m is the number of columns and n is the number 

of rows in C, makes up the final image. The centers of the 

relevant pixels are determined by the row and column indices 

of the elements. Knowing the pace of the resulting matrix, 

which is here referred to as the most important factor, when 

the filter begins to move on the image (mean threes). 

Figure 6. Image binarazation flowchart (The input image is 

in gray scale) 

2.1.4 Block direction estimation 

The process of determining trends is very important because 

it gives the angle of deviation of the lines that form the 

fingerprint, which is the characteristic that can be 

distinguished by the fingerprint and the other. The following 

steps explain the procedures of the block direction estimation. 

a) For each block of the fingerprint image with a size of WW,

estimate the block direction (W is 16 pixels by default).

What the algorithm performs is:

i. Determines the gradient values along the block's x and

y axes (gx and gy, respectively). To complete the work,

two Sobel filters are employed.

ii. For each block, the following formula is used to

approximate the block direction using the least square

method.

Tan2𝛽 = 2 ∑ ∑(𝑔𝑥∗𝑔𝑦)/ ∑ ∑(𝑔𝑥2 − 𝑔𝑦2) (4) 

Understanding the formula is simple if you think of the 

gradient values along the x- and y-axes as cosine and sine 

values. As a result, the block direction's tangent value is 

approximated almost exactly as shown by the formula below. 

Tan2 𝜃 = 2𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃/ (𝑐𝑜𝑠 𝜃 − 𝑠𝑖𝑛2 𝜃) (5) 

b) Once all block directions have been evaluated, the blocks

with no significant information (ridges) are removed

using the formula below:

E = {2∑ ∑(𝑔𝑥∗gy)+∑ ∑(𝑔𝑥2 − 𝑔𝑦2)} /
 𝑊∗ 𝑊∗ ∑ ∑(𝑔𝑥2 + 𝑔𝑦2)

(6) 

where, all the border of summation from (0) to (32). 

If there is only one fingerprint in each image, the block is 

considered a background block if its certainty level (E) is 

lower than a threshold for each block. The Sobel operator 

highlights high spatial frequency regions that correspond to 
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edges while measuring a 2-D spatial gradient in an image. It is 

typically employed to determine the roughly absolute gradient 

magnitude at each location in an input gray scale image. The 

operator is dependent on two 33 convolution kernels, as shown 

in Figure 7, at least in theory. One kernel is just the other 

kernel turned 90 degrees. The Roberts Cross operator and this 

are practically identical. 

Figure 7. Utilizing Sobel convolution kernels 

These kernels, one for each of the two perpendicular 

orientations, are made to react as strongly as possible to edges 

that run vertically and horizontally in relation to the pixel grid. 

The input picture and the kernels can be used individually to 

create distinct measurements of the gradient component in 

each orientation (call these Gx and Gy). These can then be 

combined to determine the gradient's direction and absolute 

magnitude at each site. The gradient's magnitude can be 

calculated by: 

|G| = √Gx2 +  Gy2 (7) 

Typically, an approximate magnitude is computed using: 

|𝐺| = |𝐺𝑥| + |𝐺𝑦| (8) 

The edge's direction with respect to the pixel grid, which 

creates the spatial gradient, is determined by: 

𝜃 = arctan(𝐺𝑦/𝐺𝑥) (9) 

In this instance, orientation 0 is understood to indicate that 

the direction of the image's maximum contrast, from black to 

white, travels from left to right. Subsequent angles are then 

measured counterclockwise from this. The two components of 

the gradient are readily computed and added in a single pass 

over the input image using the pseudo-convolution operator 

shown in Figure 8. Frequently, this absolute magnitude is the 

only output the user sees. 

Using this kernel, the approximate magnitude is given: 

by:|𝐺| = |(𝑃1 + 2 × 𝑃2 + 𝑃3) −  (𝑃7 + 2 × 𝑃8 +
𝑃9)| + |(𝑃3 + 2 × 𝑃6 + 𝑃9) − (𝑃1 + 2 × 𝑃4 + 𝑃7)|

(10) 

Figure 8. Pseudo-convolution kernels used to quickly 

compute approximate gradient magnitude 

2.1.5 Drawing the ROI 

For each fingerprint image, it is typically only advantageous 

to recognize a Region of Interest (ROI). First, the image area 

without useful ridges is eliminated because it only contains 

background data and probably noise. As the minutiae in the 

bound zone are confused with those false minutiae produced 

when the ridges are outside of the sensor, the bound of the 

remaining effective area is then sketched out. Two steps are 

taken to obtain the ROI. Block direction estimate and direction 

variety checking make up the first stage, while various 

morphological approaches are used in the second. 

2.1.6 Fingerprint thinning 

This step is preceded by the process of extracting properties, 

which is a very important process because it naturally gives 

the best shape to the image and narrows the scope in which the 

properties of the image will be extracted. It works on the 

binary image only. 

When used with the 'thin' option, (bwmorph) [13] uses the 

following algorithm: Firstly, in sub iteration, delete pixel p if 

and only if G1, G2, and G3 are all satisfied. Secondly, in sub 

iteration, delete pixel p if and only if the conditions G1, G2, 

and are all satisfied. 

a) Condition G1:

𝑋𝐻(𝑃) = 1

where, 

𝑋𝐻 (𝑃) =  ∑ 𝑏𝑖
4
𝑖=1 (11) 

where, 

𝑏𝑖 = {
1, 𝑖𝑓 𝑥2𝑖 − 1 = 0 𝑎𝑛𝑑 (𝑥2𝑖 = 1 𝑜𝑟 𝑥2𝑖 + 1 = 1)

0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

x1, x2, ..., x8 are the values of the eight neighbors of p, 

starting with the east neighbor and numbered in counter-

clockwise order.  

b) Condition G2:

2≤ 𝑚𝑖𝑛{𝑛1(𝑃), 𝑛2(𝑃)} ≤ 3

where, 

𝑛1 (𝑝) =  ∑ 𝑥2𝑘 − 1 ∨  𝑥2𝑘4
𝑘=1 (12) 

𝑛2 (𝑝) =  ∑ 𝑥2𝑘 ∨  𝑥2𝑘4
𝑘=1 + 1

c) Condition G3:

(𝑥2 ∨  𝑥3 ∨ 𝑥8)Λ 𝑥1 = 0

d) Condition G3':

(𝑥6  ∨  𝑥7  ∨  𝑥4) ∧  𝑥5 = 0

The proposed study uses a fast thinning method, it iterates 

once during the two sub-iterations. The iterations are 

performed until the image stops altering. In this study, users 

enter an infinite number of repetitions (n=Inf) in a way that 

keeps the computation process unheavy.  

2.1.7 Feature extraction  
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There are various ways to extract properties from images 

and the most famous ones are as shown below: 

i. Gabor filter work with grayscale image.

ii. Wavelet work with binary image.

In this paper, the second method (wavelet) is used [19], a

filter that works with two-color images to extract the most 

important characteristics of the image and give it in the form 

of a matrix of one line and seven columns, where each image 

is turned into seven values and expressed energy. A wavelet is 

a two-dimensional wavelet analysis function.  

C = [ A(N) | H(N) | V(N) | D(N) | ...H(N-1) | V(N-1) | D(N-1) 

| ... | H(1) | V(1) | D(1) ]. 

where, A, H, V, D, are row vectors such that: 

V=vertical detail coefficients 

D=diagonal detail coefficients 

Each vector is the vector column-wise storage of a matrix. 

Matrix S is such that 

S(1,:)=size of approximation coefficients(N). 

S(i,:)=size of detail coefficients(N-i+2) for i=2, ...N+1 and 

S(N+2,:)=size(X). 

Figure 9 explains the feature extraction process using 

wavelet transform algorithm. 

Figure 9. Feature extraction process using wavelet transform 

algorithm 

2.1.8 Initializing target and training of NN 

After obtaining the characteristics from the last filter, we 

will have a matrix of characteristics corresponding to a matrix 

of goals that are identical, giving us an equal number of people 

whose fingerprint has been inserted into the training. Once the 

target matrix has been made, the NN is given initial values to 

start the training. Initial values are given as follows:  

1) Input, 7 neurons; hidden layer, 50 neurons; output, 10

neurons. 

2) The number of training times is 1000 times and after

doing trial and error operation, the NN is trained to be 

stabilized on the following data.  

3) Input, 7 neurons; hidden, 450 neurons; output, 10 neurons

with 14332 epochs. 

These results will be discussed in detail in the next section. 

3. FINGERPRINT IMAGE TEST

After training the proposed system, the NN is ready for 

work and ready for testing. As we pointed out that the number 

of fingerprints collected was 25 fingerprints. The network was 

trained on 15 fingerprints and 10 left for testing. When the 

samples are tested, the match ratio was 100%. Therefore, there 

are another 10 fingerprint images gotten from a strange donor 

that were tested with the testing program. The other four 

fingerprint images were distorted by 10% to 20% using 

computer programs for image processing. Figure 10 represents 

the flowchart of the testing operation. The testing process does 

not require the training of the network again because it has 

already been trained on the training samples only. The test 

images are entered into the test program without training the 

neural network. Once all the processing steps mentioned above 

have been completed on the image to be tested, the program 

will compare it with the image obtained with the matrix that is 

extracted after the NN training. The value from the testing 

process is compared to the highest value from the NN training 

in the matrix. 

Figure 10. Test operation flowchart 

4. RESULTS AND DISCUSSION

After preparing all the images and the parameters, the NN 

will start the learning process. It is required to satisfy the best 

value of its internal weight; for this reason, the NN needs to 

run several times and repeat the training on the same image to 

achieve the best value. The network includes many variables, 

but the important ones are the number of hidden layers and the 

number of epochs using trial and error. The training process is 

repeated several times depending on variations in the number 

of the hidden layers and the number of epochs, as shown in 

Table 2. The network achieved the best value and achieved 

good results. 

Table 2. The results at a fixed number of epochs (10000) 

No. 
Input 

neuron 

Hidden 

neuron 

Output 

neuron 
Training 

1 7 50 10 0.9849 

2 7 100 10 0.96874 

3 7 200 10 0.98763 

4 7 225 10 0.9923 

5 7 250 10 0.9849 

Figure 11 shows the result of first time of training with 50 

hidden neurons. The mean square error is high approximately 
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near 2.810-3, and the target is approach to 0.9849. There 

result is so far from specified mean square error about (110-

5) and target equal to 1.

Figure 11. Mean square error and training goal of row No. 1 

Figure 12. Mean square error and training goal of row No. 2 

Figure 12 shows the result of the second time of training 

with 100 hidden neurons. The mean square error was about 

5.810-3, and the target was almost 0.96874. These results are 

far from the specified mean square error of about 110-5 and 

target value of 1. 

Figure 13 shows the result of the third time of training with 

200 hidden neurons. The mean square error showed a decrease 

to about 4.110-4 and the target was around 0.99873. These 

results are also far from the specified mean square error of 

about 110-5 and target value of 1. 

Figure 14 shows the result of the fourth time of training with 

225 hidden neurons. The mean square error decreased to 

approximately 2.510-4, and the target was 0.99923. Although 

these results are far from the specified mean square error of 

about 110-5 and target value of 1, they are still the best results 

so far achieved. 

Figure 13. Mean square error and training goal of row No. 3 

Figure 14. Mean square error and training goal of row No. 4 

Figure 15. Mean square error and training goal of row No. 5 

Figure 15 shows the result of the fifth time of training with 

250 hidden neurons. The mean square error was high 

(approximately 2.710-5 )  and the target were approaching 

0.9849. Again, these results are not as good as the result 

obtained in Figure 15. 

The value in the shadow row number 4 was the best result, 

according to the results in Table 2, indicating that the number 

of epochs should be variable while the number of hidden 

layers should be fixed. The following step entails setting the 

hidden layer count to 225 and attempting to alter the number 

of epochs as indicated in Table 3. 

Table 3. The result at a fixed number of hidden neurons and 

variable epochs 

No. 
Input 

neuron 

Hidden 

neuron 

Output 

neuron 

Training 

goal 
epochs 

1 7 225 10 0.99846 10000 

2 7 225 10 0.99994 20000 

The training on 10000 epochs repeated the training goal 

from (0.9923) to (0.99846) as shown in Table 3 because the 

internal weight of the hidden neural approach was stable. After 

changing the number of epochs to 20000 times, the network 

terminated the training at 16200 attritions with a training goal-

reaching of 0.99994 as shown in Figure 16. 

Figure 16. Mean square error and training goal of row No. 1 

from Table 2  
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Figure 16 shows that the mean square error was still high 

compared to the neural network's goal, but the training is better 

than the final training due to the weight's stability. 

Figure 17. Mean square error and training goal of row No. 2 

from Table 2  

After repeating training with 20000 epochs, the mean 

square error became closer to the specific value (2.310-5) and 

close to 110-5 while the value was 0.99994 as shown in Figure 

17. This represents the best result achieved with the neural

network. With this result, the best way of training is to start

with a fixed number of epochs at 20000 times and change the

number of hidden layers as shown in Table 4.

Table 4. The third step of fixing the internal weight 

No. 
Input 

neuron 

Hidden 

neuron 

Output 

neuron 

Training 

goal 
epochs 

1 7 300 10 0.99994 16912 

2 7 350 10 0.99994 15257 

3 7 400 10 0.99994 14805 

4 7 450 10 0.99994 14332 

After achieving these results at 450 hidden neurons and 

14332 attritions, the neural network's weight reached the best 

value. 

Figure 18. Mean square error and training goal of row No. 1 

from Table 3  

Figure 19. Mean square error and training goal of row No. 2 

from Table 3  

Figure 18 shows the result of the first time of training with 

300 hidden neurons. The mean square error is approximate 

2.2810-5 and the target is approaching 0.99994. 

Figure 19 shows the result of the first time of training with 

350 hidden neurons. The mean square error is approximate 

2.110-5 and the target is approaching 0.99994. 

Figure 20. Mean square error and training goal of row No. 3 

from Table 3  

Figure 20 shows the result of the third time of training with 

400 hidden neurons. The mean square error is approximate 

2.1110-5 and the target is approaching 0.99994. 

Figure 21. Mean square error and training goal of row No. 4 

from Table 3 

Figure 21 shows the result of the fourth time of training with 

450 hidden neurons. The mean square error was around 

2.029 × 10−5  and the target was approaching 0.99994. It

should be noted that this is not the best approach to get the best 

results because there are many other ways, such as momentum 

term and LM that make neural networks achieve the best result 

with the minimum number of attrition and hidden neurons. 

Figure 22. The effect of (f) factor on image enhancements 

To summarize what was presented in the current paper, the 

algorithms that have been used in the present study depend on 

several factors, and these factors directly affect the result of 

the training and testing of a system. For instance, factor (f) is 
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a parameter for image enhancement; whenever the value of (f) 

is small, the output image enhancement will be better, as 

shown in Figure 22. 

5. CONCLUSION AND FUTURE OUTLOOK

In fact, the fingerprint automatic recognition system 

depends on the accuracy of the input image's features 

extraction process. Many factors can make the fingerprint 

systems work incorrectly; among them are poor image quality, 

dust, devices used in the system, and the person's expertise in 

using the system; all of these reasons have a significant impact 

on the recognition process's efficiency.  

There are various approaches to satisfy the aim of this study, 

meaning that the adopted approach may not be the best way 

but is used for the meantime. The NN depends on features 

entered into it and does not reach a stable state from the first 

training, requiring more than one training to achieve its goal. 

In future works, authors should focus on online fingerprint 

recognition systems. Furthermore, the effect of the following 

parameters ought to be studied: 

i. Thinning and enhancement of fingerprint images

using other methods of image processing.

ii. Stability of the system against an increasing number

of input images.

iii. Dynamic of fingerprint databases whenever new

fingerprints are deposited.

iv. Utilizing the deep learning approach to taring the

methods such DNN or CNN approaches.
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