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This paper introduces chaotic image encryption to realize the secure transmission of digital 

images, and combines 1D and 3D chaotic systems into an image encryption algorithm. Firstly, 

two sets of logistic chaotic sequences were generated iteratively for pixel permutation, so were 

the initial values of the Bao system. Then, the chaotic sequence for pixel permutation and 

diffusion was generated based on the plaintext pixel value and Bao system. After that, the 

plaintext image was encrypted and decrypted by encryption and decryption formulas. Finally, 

the encryption process was simulated, and the algorithm performance was analyzed in terms 

of key space and correlation of adjacent pixels. The results show that our algorithm achieved 

better security than the traditional methods. 
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1. INTRODUCTION

The development of network technology has given birth to 

images with huge data volume, high redundancy and strong 

correlation, which are increasingly important in such fields as 

business, military and medical aid. Therefore, more and more 

attention has been paid to protect the security of image 

transmission. Among the various security protection methods, 

the most easy, reliable and effective way is to encrypt the 

digital information of the target image before transmission and 

decrypt the information after transmission. The existing image 

encryption techniques, ranging from partial encryption, 

complete encryption to scrambling [1, 2], attempt to make the 

image exhibit a chaotic, disordered, noisy state, such that the 

attacker can never extract information of the image. 

Most of the mature encryption algorithms are developed for 

encryption of text information, namely, the Advanced 

Encryption Standard (AES) and Data Encryption Standard 

(DES). However, image, as the encryption target, differs from 

text in many aspects. For example, the adjacent pixels often 

have strong correlation and high redundancy. If directly 

applied to image, the existing encryption algorithms may 

suffer from heavy computation and low efficiency, failing to 

satisfy the real-time demand of image transmission. What is 

worse, the traditional algorithms might destroy the storage 

mode of the original image.  

To solve the above problem, this paper designs a secure 

image encryption algorithm based on composite chaos theory. 

Chaos is a complex dynamic behavior in nonlinear dynamical 

systems [3]. It reflects the inherent randomness of 

deterministic systems and carries natural similarities with 

cryptography. Thus, the chaos theory has been applied widely 

in image encryption. Compared with the traditional encryption, 

the chaotic encryption focuses on the generation of encryption 

sequence rather than the algorithm, and highlights the 

selection of proper chaotic system to generate a highly random 

sequence. This encryption approach is much more efficient 

and secure for images than the traditional algorithms. 

2. LITERATURE REVIEW

The chaotic encryption was first proposed by Matthew in 

1989 [4]. Later, Jakimoski et al. [5] developed a chaotic 

encryption structure of confusion and diffusion; the former 

disturbs the pixel position to eliminate the correlation between 

adjacent pixels, and the latter restores the even distribution of 

the pixel values. This structure has been accepted as a classical 

framework of chaotic image encryption. 

The chaotic image encryption algorithms roughly fall into 

four categories: low-dimensional chaotic system, multi-

dimensional chaotic system, hyper-chaotic system and 

composite chaotic system. The low-dimensional chaotic 

system stands out with simplicity and ease of implementation. 

Typical examples include logistic mapping [6], tent mapping 

[7] and Chebyshev mapping [8]. However, the low-

dimensional chaotic system cannot withstand decoding attacks

like spectrum analysis and phase space reconstruction. After

all, the system has too few control parameters and a small key

space.

To solve the defect, many scholars have designed high-

dimensional chaotic system with complex dynamic features, 

such as Lorenz system [9], Chen system [10] and Bao system 

[11]. These high-dimensional chaos systems can effectively 

curb common attacks like phase space reconstruction. 

Nonetheless, the emerging chosen plaintext attack goes 

beyond the capacity of these systems. With a few plaintext 

pairs, the attacker can decipher the control parameters of the 

high-dimensional chaos systems. 

In recent years, the chaos theory has been integrated with 

the concepts and theories of other disciplines for image 

encryption. For instance, Reference [12] puts forward a 

quantum chaotic encryption system in conjunction with 

quantum mechanics. Reference [13] design image encryption 

algorithms based on DNA encoding. Reference [14] presents 

a hybrid algorithm for image compression and encryption. 

These integrated methods greatly enrich the theory of chaotic 

image encryption. 
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For secure and efficient encryption, composite chaotic 

encryption algorithms have been created [15-17], either 

coupling low- and high-dimensional chaos or integrating low- 

and hyper-dimensional chaos. Two or more chaotic systems 

can complement each other. Their coupling can protect chaotic 

orbit information, reduce the computing complexity and 

support real-time communication. Seyedzadeh et al. [18] 

combined three chaotic maps, i.e. Logistic, Arnold and Kent, 

into a multi-chaotic fast encryption algorithm, which achieves 

good encryption effect at the expense of a small key space. 

Haroun et al. [19] formulated a composite encryption 

algorithm of low- and multi-dimensional chaos, which has 

good random sequence but weak differential resistance. To 

improve the encryption performance, it is necessary to 

combine hyper- and multi-dimensional chaotic systems 

properly, and design a rational plaintext association strategy. 

 

 

3. DIGITAL IMAGE ENCRYPTION BASED ON 

CHAOS THEORY 

 

3.1 Judgment of chaos 

 

To judge if a system is chaotic, an important criterion is the 

Lyapunov exponent, which can determine the local stability of 

the orbit of a dynamical system. 

Let 𝑥𝑛+1 = 𝑓(𝑥𝑛)  and 𝑦𝑛+1 = 𝑓(𝑦𝑛)  be the two state 

equations of a 1D discrete chaotic system, and |𝑥0 − 𝑦0| be the 

error of the initial values of the two state equations. After one 

iteration, the error can be expressed as: |x1 − y1| = |f(x0) −

f(y0)| ≈ |
df

dx
|x0

| ∙ |x0 − y0|, where |
df

dx
|x0

| = lim
x0→y0

|f(x0)−f(y0)|

|x0−y0|
. 

Then, the error after the second iteration is |x2 − y2| ≈

|
df

dx
|x0

∙
df

dx
|x1

| ∙ |x0 − y0|. 

The error after the n-th iteration is |xn − yn| ≈

|∏
df

dx
|xn

n−1
n=0 | ∙ |x0 − y0|. 

The mean deviation value of each iteration is 

|∏
df

dx
|xn

n−1
n=0 |

1 n⁄

. 

The deviation will occur with the elapse of time, if there is 

an error in the initial errors of the two state equations. The 

degree of deviation can be expressed as: 

 

λ =
1

n
ln (|∏

df

dx
|xn

n−1
n=0 |)                                                       (1) 

 

where xn is the n-th iteration error of the system. When n→∞, 

the Lyapunov exponent λ can be calculated by: 

 

λ = lim
n→∞

1

n
∑ ln |

df

dx
|xn

|n−1
n=0                                                     (2) 

 

The Lyapunov index measures the divergence/convergence 

speed of the system. If λ is positive, then the Lyapunov 

exponent is divergent; if it is negative, then the index is 

convergent. 

For multi-dimensional chaotic systems, Eq. (2) should be 

replaced with the Jacobian matrix, which can compute the 

Lyapunov exponents of multi-dimensional chaotic systems 

more accurately. 

For an m-dimensional chaotic system, the system equation 

can be expressed as: 

{

xn+1 = f1(xn, yn, … , zn)

yn+1 = f2(xn, yn, … , zn)
… …

zn+1 = fm(xn, yn, … , zn)

                                                  (3) 

 

The Jacobian matrix of the system equation is: 

 

J =

[
 
 
 
 
 

∂f1

∂xn
   

∂f1

∂yn
  …  

∂f1

∂zn

∂f2

∂xn
   

∂f2

∂yn
  …  

∂f2

∂zn
……

∂fm

∂xn
   

∂fm

∂yn
  …  

∂fm

∂zn]
 
 
 
 
 

                                                         (4) 

 

Given the initial value of the system equation (x0, y0,…, z0), 

the first n-1 Jacobian matrix can be obtained as: 

 

J0 = J(x0, y0, … , z0), J1 = J(x1, y1, … , z1), 
… , Jn−1 = J(xn−1, yn−1, … , zn−1)                                         (5) 

 

Then, each Lyapunov exponent of the system can be 

calculated as: 

 

𝜆1 =
1

𝑛
∑ 𝑙𝑛 𝜆1𝑖

𝑛−1
𝑖=0 ,𝜆2 =

1

𝑛
∑ 𝑙𝑛 𝜆2𝑖

𝑛−1
𝑖=0 , 

…, 𝜆𝑚 =
1

𝑛
∑ 𝑙𝑛 𝜆𝑚𝑖

𝑛−1
𝑖=0                                                         (6) 

 

where 𝜆1𝑖 ,  𝜆2𝑖 , …, 𝜆𝑚𝑖  (𝑖 ∈ [0, 𝑛 − 1]) is the eigenvalue of 

each Jacobian matrix; 𝜆1,  𝜆2, …, 𝜆𝑚 are Lyapunov exponents 

of m-dimensional system. 

To judge if a system is chaotic, the first step is to compute 

all the Lyapunov exponents of the system. If the maximum 

Lyapunov exponent is positive, the system is chaotic; 

otherwise, it is not chaotic. Out of the many Lyapunov 

exponents, there may be more than one positive exponent for 

multi-dimensional systems. If so, the system is hyper-chaotic. 

 

3.2 Basic design method of chaotic encryption algorithm 

 

The information of a digital image mainly covers two 

aspects: the value and the position of pixels, the smallest unit 

of an image. The pixel value generally falls in the interval 

[0,255]. The pixel position, i.e. the arrangement of all the 

pixel values, is basically unique. Hence, the key of an image 

encryption algorithm is to cover up the pixel value and pixel 

position of the target image. 

Popular image encryption algorithms include the pixel 

value permutation [20] and the position permutation [21]. 

Here, permutation is a way to make the image visually chaotic. 

It refers to disrupting the original order of image pixels and 

reducing the correlation of adjacent pixels as much as possible, 

making it impossible to get useful information through the 

senses.  

Generally, the information of an image can be represented 

as a 2D matrix. Each element in the matrix corresponds to each 

pixel in each image, including their position and size. For an 

image of the size M×N, its corresponding M×N matrix can be 

defined as: 

 

𝑃 = (

𝑃0,0     𝑃0,1     … …     𝑃0,𝑁−1

… ..     … …    𝑃𝑖,𝑗     ……     

𝑃𝑀−1,0     … …    ……     𝑃𝑀−1,𝑁−1

) 

𝑖 ∈ [0,𝑀 − 1], 𝑗 ∈ [0, 𝑁 − 1]                                               (7) 
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where Pi,j are the pixel values of i-th row and j-th column of 

the image. The essence of permutation is to transform the rows 

and columns in the matrix of Eq. (7), that is, changing the rules 

of pixel placement of the whole image. For example, a 

512×512 image was subjected to Arnold transform for 0, 1, 3, 

7, 356, 370, 373 and 374 times in turn. The results are 

presented in Figure 1 below. 

 

 
 

Figure 1. Example images of permutation 

 

However, permutation can only conceal the image visually, 

instead of changing the statistical features. Taking a gray 

histogram for instance, the permutation will reduce the pixel 

correlation, but not sufficient to completely remove the 

relevance. This requires the complete change to the values and 

statistical features of image pixels, which is known as pixel 

replacement. Generally, the original information of plaintext 

is changed by simple addition, multiplication or exclusion. If 

the selected key sequence enjoys good randomness, there 

will be no correlation between the pixels. Through diffusion, 

the effect of the change of a single plaintext or key can spread 

to the whole image. 

 

 

4. COMPOSITE IMAGE ENCRYPTION BASED ON 

LOGISTIC MAPPING AND BAO SYSTEM 

 

4.1 Composite chaotic system theory 

 

The image encryption algorithm based on single chaotic 

system has the problems of small key space and low security. 

Once a chaotic system fails to meet the requirements, it 

should be replaced with multiple chaotic systems. This 

idea is applied to composite chaotic encryption. As a result, 

this paper proposes an image encryption algorithm combining 

1D and 3D chaotic systems. 

 

 
 

Figure 2. Logistic mapping bifurcation graph 

The system equation of logistic mapping, the most common 

1D chaotic system, can be expressed as: 

 

𝑥𝑛+1 = 𝜇𝑥𝑛(1 − 𝑥𝑛)                                                           (8) 

 

where 𝑥 ∈ [0,1] . When 2.5<μ<3, the system presents a 

chaotic state (Figure 2). 

The system equation of 3D Bao system, a continuous 

autonomous dissipative system with a quadratic 

nonlinearity term, can be expressed as: 

 

{

𝑥′ = 𝛼(𝑥𝑛 − 𝑦𝑛)

𝑦′ = 𝑥𝑧 − 𝛾𝑦

𝑧′ = 𝑥2 − 𝛽𝑧

                                                              (9) 

 

Being a continuous chaotic system, the system should be 

discretized before application. Here, the fourth-order Runge-

Kutta algorithm [22, 23] is used to discretize Bao system. The 

equation of the discretized system can be expressed as: 

 

{

𝑥𝑛+1 = 𝑥𝑛 + ℎ(𝑓𝑥1 + 2𝑓𝑥2 + 2𝑓𝑥3 + 𝑓𝑥4) 6⁄

𝑦𝑛+1 = 𝑦𝑛 + ℎ(𝑓𝑦1 + 2𝑓𝑦2 + 2𝑓𝑦2 + 𝑓𝑦4) 6⁄

𝑧𝑛+1 = 𝑧𝑛 + ℎ(𝑓𝑧1 + 2𝑓𝑧2 + 2𝑓𝑧2 + 𝑓𝑧4) 6⁄

                  (10) 

 

The system shows a chaotic state, when the controller 

parameters α=20, β=3 and γ=32. Figure 3 shows the trajectory 

map of the 3D Bao system when the initial value of (x, y, z) is 

(10, 10, 10), the step length is h=0.001, and the number of 

iterations n=5,000. 

 

 
 

Figure 3. Trajectory map of 3D Bao system 

 

4.2 Algorithm design 

 

To set up the chaos-based image encryption algorithm, the 

initial value of the system should be determined to generate 

chaotic sequences. Then, these sequences should be processed 

and modified to obtain the sequence suitable for image 

encryption. After that, it is necessary to design the formulas 

of pixel permutation, replacement and diffusion. Let M×N be 

the size of the target image, and 𝑝𝑖,𝑗 be the pixel value of i-th 

row and j-th column. 

Step 1: Determine the two initial values of logistic mapping 
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system. First, perform N iterations on the system to prevent the 

transition effect. Then, generate two chaotic sequences, 

{𝑋𝑖=0
𝑀−1} and {𝑌𝑗=0

𝑁−1},  with length M and N through M and N 

iterations, respectively. Next, extract the 𝑁1-th, 𝑁2-th and 𝑁3-

th iteration values from both sets of sequences, and calculate 

the initial values 𝑥𝑏𝑎𝑜, 𝑦𝑏𝑎𝑜 and 𝑧𝑏𝑎𝑜 of x, y and z parameters 

of Bao system. 

 

{

𝑥𝑏𝑎𝑜 = (𝑋𝑁1
+ 𝑌𝑁2

) 2⁄ × 10

𝑦𝑏𝑎𝑜 = (𝑋𝑁2
+ 𝑌𝑁2

) 2⁄ × 10

𝑧𝑏𝑎𝑜 = (𝑋𝑁3
+ 𝑌𝑁3

) 2⁄ × 10

                                           (11) 

 

The initial value of the chaotic system and the selected 

sequence pair can be used as the key in the algorithm design. 

Step 2: Calculate by the two chaotic sequences. 

 

𝑋𝑖 = 𝑚𝑜𝑑((𝑓𝑎𝑏𝑠(𝑋𝑖) − 𝑓𝑙𝑜𝑜𝑟(𝑓𝑎𝑏𝑠(𝑋𝑖)) × 1014),𝑀)  (12) 

 

𝑌𝑗 = 𝑚𝑜𝑑((𝑓𝑎𝑏𝑠(𝑌𝑗) − 𝑓𝑙𝑜𝑜𝑟 (𝑓𝑎𝑏𝑠(𝑌𝑗)) × 1014) , 𝑁)  (13) 

 

where 𝑓𝑎𝑏𝑠()  is an absolute value function for finding a 

floating-point number; 𝑓𝑙𝑜𝑜𝑟()  is to find the maximum 

integer function that does not exceed the number itself; 𝑋𝑖 ∈
[0,𝑀 − 1]; 𝑌𝑖 ∈ [0, 𝑁 − 1]. Swap the pixel values of point (i, 

j) with those of point (𝑋𝑖 , 𝑌𝑗): 

 

𝑃𝑖,𝑗 = 𝑃𝑋𝑖,𝑌𝑗
                                                                        (14) 

 

Perform the swap on all pixels in turn to complete the 

replacement. 

Step 3: Input the 𝑥𝑏𝑎𝑜, 𝑦𝑏𝑎𝑜  and 𝑧𝑏𝑎𝑜 into the Bao system. 

Iterate the chaotic system by the Runge-Kutta algorithm, such 

that a set of new values (𝑏1, 𝑏2, 𝑏3) is generated from the Bao 

system in each iteration. Denote the processed sequence as 

{𝐵𝑘}𝑖=0
𝑀×𝑁−1. 

Step 4: Calculate the following formulas. 

 

𝑏𝑖+1 = 𝑚𝑜𝑑((𝑓𝑎𝑏𝑠(𝑥𝑖) − 𝑓𝑙𝑜𝑜𝑟(𝑓𝑎𝑏𝑠(𝑥𝑖)) × 1014), 256)  

𝑏𝑖+2 = 𝑚𝑜𝑑((𝑓𝑎𝑏𝑠(𝑦𝑖) − 𝑓𝑙𝑜𝑜𝑟(𝑓𝑎𝑏𝑠(𝑦𝑖)) × 1014), 256)     (15) 

𝑏𝑖+3 = 𝑚𝑜𝑑((𝑓𝑎𝑏𝑠(𝑧𝑖) − 𝑓𝑙𝑜𝑜𝑟(𝑓𝑎𝑏𝑠(𝑧𝑖)) × 1014), 256) 

 

Then, compute the value of t = mod(Pi,j, 3). If t = 0, insert 

bi+1, bi+2 and bi+3 into Bk in turn; if t = 1, insert bi+2, bi+3 

and bi+1  into Bk  in turn; if t = 2, insert bi+3 , bi+1  and bi+2 

into Bk in turn. Repeat this process until M×N-1 bi values are 

generated. 

Step 5: Form a sequence of permutated image pixels Pi, and 

denote encrypted image pixel sequence as Ci . Define 

replacement and diffusion operations as: 

 

Ci = Bk⨁(mod(Pi + S, 256))⨁Ci−1                                (16) 

where S is the sum of image pixel values. Each encrypted pixel 

value is related to the previous encrypted pixel value and also 

to S. 

Step 6: Repeat the permutation, replacement and diffusion 

process T times to complete the encryption of the entire image. 

 

 

5. EXPERIMENTAL SIMULATION AND ANALYSIS 

 

The proposed encryption algorithm was verified through 

experiments on an 8-bit 256-color image. The initial 

parameters of logistic mapping system were set as (0.75, 0.85), 

N0=500, C0=120, S=11,520 and T=3. The encryption effect is 

presented in Figure 4 below. 

 

 
 

Figure 4. The encryption effect 

 

As shown in Figure 4, the final encrypted image was 

completely confused, presenting no useful information, after 

replacement and diffusion to the encrypted image. Figure 5 

compares the gray histograms of the original image and he 

encrypted image. It can be seen that the encrypted image 

exhibited a uniform distribution of pixel values and basically 

the same probability of different pixels, while the original 

image showed an uneven distribution and vastly different 

probabilities. This means the encrypted image can better resist 

the attack based on statistical analysis. 

 

 

 
 

Figure 5. Gray histograms 

 

Next, the horizontal and vertical adjacent pixels before and 

after image encryption were subjected to correlation analysis. 

The results are displayed in Figure 6 below. 
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Figure 6. Correlation of horizontal and vertical adjacent 

pixels before and after encryption 

 

Figure 6 shows a strong linear correlation between both 

horizontal and vertical adjacent pixels on the pre-encryption 

image. Meanwhile, the pixel values of the encrypted image 

were scattered in the space of adjacent pixels, with weak 

correlation and random distribution. 

 

 

6. CONCLUSIONS 

 

This paper presents an image encryption algorithm based on 

1D and 3D chaotic systems, and verifies the algorithm 

performance through experiments. The results show that the 

proposed algorithm boasts a large key space and strong 

resistance to various attacks, including the statistical analysis 

by the attacker. Thus, our algorithm can greatly improve the 

security of chaotic encryption. The future research will further 

improve our algorithm, trying to achieve security requirements 

with fewer iterations. 
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