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Convolutional Neural Network (CNN)-based deep learning techniques have recently 

demonstrated increased potential and effectiveness in image recognition applications, such 

as those involving medical images. Deep-learning models can recognize targets with 

performance comparable to radiologists when used with CXR. The primary goal of this 

research is to examine a deep learning technique used on the radiography dataset to detect 

COVID-19 in X-ray medical images. The proposed system consists of several stages, from 

pre-processing, passing through the feature reduction using more than one technique, to the 

classification stage based on a proposed model. The test was applied to the COVID-19 

Radiography dataset of normal and three lung infections (COVID-19, Viral Pneumonia, and 

Lung Opacity). The proposed CNN model has shown its ability to classify COVID, normal, 

and other lung infections with perfect accuracy of 99.94%. Consequently, the AI-based 

early-stage detection algorithms will be enhanced, increasing the accuracy of the X-ray-

based modality for the screening of various lung diseases. 
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1. INTRODUCTION

Artificial intelligence is a new subject that focuses on 

building models from data, and in recent years, it has become 

more widely used in the creation of tools to support specialists 

in the interpretation of medical images [1]. Pneumonia is a 

lung inflammation that mostly affects the alveoli, which are 

tiny air sacs, and is typically brought on by a bacterial or viral 

infection. Chest pain, breathing difficulties, fever, and 

coughing up phlegm are common symptoms of pneumonia, 

however, their severity might vary. On chest radiographs, 

pneumonia typically appears as an area of opacity (CXRs). 

The diagnosis of pneumonia is challenging, though, because 

increased opacity on CXRs may be caused by several different 

lung diseases, including pulmonary edema, hemorrhage, and 

volume loss [2]. The unique COVID-19 virus, which started 

from animals and quickly spread over the world, was 

discovered in Wuhan Province, China, in December 2019. 

Physical contact, such as shaking hands with an infected 

person, as well as airborne transmission of COVID-19 are the 

most straightforward methods [3]. Through the respiratory 

system, the virus enters lung cells, replicates there, and kills 

those cells. Due to its RNA composition and mutational 

features, COVID-19 is exceedingly challenging to diagnose 

and treat [4]. The most typical COVID-19 signs and symptoms 

are fever, coughing, shortness of breath, lightheadedness, 

headaches, and muscle aches [5]. The virus is extremely 

dangerous and can cause those with compromised immune 

systems to pass away [6]. While chest CT can be an early 

screening technique for COVID-19, there are considerable 

imaging similarities between this and other types of viral and 

inflammatory lung disease. As a result, distinguishing 

COVID-19 from other viral pneumonia is difficult [7]. 

Radiologists can also take their time identifying the features. 

Furthermore, manual reading of CT images is a time-

consuming and exhausting activity that leads to human 

mistakes [8]. Thus, technology based on artificial intelligence 

(AI)-based automated analysis can aid radiologists in the 

analysis of COVID-19 from CT scans. Deep learning (DL) is 

a significant milestone in AI [9]. One of the most used DL 

designs is the convolutional neural network (CNN) [10]. CNN 

has been frequently used in the health sector due to its 

powerful properties [11]. CNN approaches, in conjunction 

with radiological imaging, can aid in the accurate detection 

and categorization of COVID-19 [12]. A CT-Classification 

technique was used to classify recent CNN pictures of 

COVID-19 and Non-COVID-19 [13]. Figure 1 is depicted 

various DL approaches for COVID-19 detection [14]. 

Figure 1. Respiratory disease detection methods based on 

DL [14] 
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The remainder of the paper is organized as follows: Section 

2 included a brief review of the literature. Section 3 describes 

the proposed approach as well as the experimental setup, 

model training, and evaluation. Section 4 presents the analysis 

and discussion of the analysis and discussion of the results. 

 

 

2. RELATED WORKS 

 

Many researchers have recently conducted studies in the 

medical field, particularly in medical image processing 

techniques. They used Machine Learning (ML) and Deep 

Learning (DL) techniques, among other things. ML 

technologies are widely recognized as important tools for 

improving disease prediction and diagnosis. However, 

efficient extraction approaches are required to create improved 

ML models. DL models are commonly used in medical 

imaging systems because they can automatically extract 

features or use pre-trained networks. 

Asif et al. [15] tried to use digitized chest x-ray images to 

automatically identify COVID-19 pneumonia patients while 

improving detection accuracy with deep convolutional neural 

networks (CNN) in 2020. The collection consists of 864 

COVID-19 images, 1345 images of viral pneumonia, and 1341 

images of regular chest x-rays. This work suggests the CNN-

based model Inception V3 with transfer learning for the 

identification of patients with coronavirus pneumonia utilizing 

chest X-ray radiographs, and it obtains a classification 

accuracy of more than 98%. 

Hussain and Shiren [16] used chest X-rays to test 

Convolutional Neural Networks (CNNs) for COVID-19 

classification. In this study, the effectiveness of CNN with one, 

three, and four convolution layers are compared. 13,808 CXR 

images make up the dataset used in this investigation. Their 

initial test findings show that the CNN model with three 

convolution layers can reliably recognize objects on X-ray 

pictures with 96% accuracy using three divisions of the dataset. 

Tang et al. [17] observed that deep CNNs could accurately 

and effectively differentiate between normal and abnormal 

chest radiographs in this investigation, where they also 

obtained good diagnostic accuracy. The CNN model, trained 

on adult patient datasets and refined on pediatric patient 

datasets, achieved an accuracy of 94.64%, sensitivity of 96.5%, 

and specificity of 92.86% for classifying normal from 

pneumonia. 

Pandit et al. [18] showed a model with 1428 chest 

radiographs of healthy individuals and patients with common 

bacterial pneumonia who tested positive for COVID-19 (no 

infection). Using the pre-trained VGG16 model, the network 

was successfully trained on comparatively tiny chest 

radiographs for classification tasks in this study. The accuracy 

rates for the study were 96% and 92.5% for the two classes 

(COVID and non-COVID) and three output classes (COVID, 

non-COVID pneumonia, and normal). 

Jadon et al. [19] tested well-known data scarcity techniques 

in deep learning to detect COVID-19 in 2021. Data 

augmentation, transfer learning, few-shot learning, and 

unsupervised learning are examples of these. They also 

proposed a bespoke few-shot learning strategy employing 

Siamese networks to detect COVID-19. Their experimental 

results demonstrated that by using few-shot learning 

methodologies, they could develop an efficient and accurate 

deep-learning model for COVID-19 identification with less 

data. The accuracy attains 96.4% utilizing the proposed 

strategy, up from 83% using baseline models. 

Uddin et al. [20] presented an evaluation of a Convolutional 

Neural Network (CNN) to detect COVID-19 from chest X-ray 

(CXR) images, which makes the test faster and more reliable. 

The designed model focuses on enhancing accuracy and 

employs a transfer learning approach as well as a custom 

model. Deep feature extraction has been accomplished using 

pre-trained deep CNN models such as VGG16, InceptionV3, 

MobileNetV2, and ResNet50. Among the CNN models used, 

InceptionV3 has the highest accuracy of 98%. 

Mahesh et al. [21] developed and presented research on how 

Convolutional Neural Networks (CNNs) perform very well in 

the identification of COVID images. The CNNs have the 

potential to diagnose respiratory disorders with the highest 

accuracy, despite the requirement for a large number of 

pictures, with an accuracy of 95% train accuracy and 98% 

validation accuracy. 

Yang et al. [22] employed transfer learning techniques to 

overcome the shortage of data and decrease the training time. 

The modified VGG16 deep transfer learning architecture was 

utilized to perform binary and multi-class classification of X-

ray image issues. Enhanced VGG16 detected COVID-19 and 

pneumonia X-ray pictures with 99% accuracy. The algorithms’ 

accuracy and validity were assessed using well-known public 

datasets from X-ray and CT-scan. 

Arias-Garzón et al. [23] processed the images and classified 

them as positive or negative for COVID-19 using current deep 

learning models (VGG19 and U-Net). The proposed system 

consists of three main components: a classification model 

trained using a transfer learning scheme; a preprocessing stage 

with lung segmentation, which eliminates the environs that do 

not include relevant information for the activity and that may 

produce biased results; and finally, results in analysis and 

interpretation via heat maps visualization. The COVID-19 

detection accuracy of the best models was about 97%. 

In 2022, Hossain et al. [24] showed a refined ResNet50 

model that accurately identified COVID-19 from chest X-ray 

images using transfer learning. To upgrade the ResNet50 

model, they added two more completely connected layers to 

the original ResNet50 model. They employed ten distinct pre-

trained weights that were developed using supervised learning, 

self-supervised learning, and other techniques on a range of 

large-scale datasets. The suggested work obtained 99.17% 

validation accuracy and 99.95% train accuracy for COVID 

instances in the two-class classification (COVID and Normal). 

Boulila et al. [25] intended to maximize the utility of chest 

X-ray images without jeopardizing the privacy of the data 

contained in them. The recommended approach consists of 

two steps: training/testing the DL algorithm on the encrypted 

images, then encrypting the dataset with partially 

homomorphic encryption. In tests utilizing the COVID-19 

Radiography dataset, the MobileNetV2 model achieves an 

accuracy of 94.2% over plain data and 93.3% over encrypted 

data. 

Abdul Gafoor et al. [26] used Deep Learning Multi-layered 

networks to classify the chest images as COVID positive or 

negative. The suggested model is based on a dataset of 

Coronavirus-infected individuals in whom the radiologist 

noted multilobar involvements in chest X-rays. The research 

analyzed 6500 photos in total. The Convolutional Neural 

Network (CNN) model was trained, and a validation accuracy 

of 94% was attained. 
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Asif et al. [27] presented a robust deep-learning strategy for 

identifying COVID-19 patients from chest X-rays, with high 

accuracy and a low false negative rate. The suggested 

approach is a lightweight shallow CNN with optimum 

parameters for identifying COVID-19 instances from chest X-

ray pictures. The study makes use of open-source chest X-rays 

from healthy persons and COVID-19 patients. In the 

classification of healthy and COVID-19-infected individuals, 

their model achieves 99.68% accuracy. 

Sarki et al. [28] presented a DL-focused technique for 

classifying and detecting COVID-19 instances in x-ray 

pictures. Their model is completely automated and can 

categorize binary classes with 100% accuracy using VGG16 

and multi-class classes with 93.75% accuracy using a 

constructed CNN. 

Hashmi et al. [29] suggested a model that is effective for 

detecting pneumonia and is trained on digital chest X-ray 

pictures. This model might help radiologists in their decision-

making. The weighted predictions from cutting-edge deep 

learning models like ResNet18, Xception, InceptionV3, 

DenseNet121, and MobileNetV3 are combined in an ideal 

manner via a revolutionary method based on a weighted 

classifier. This method is a form of supervised learning in 

which the network forecasts the outcome based on the caliber 

of the training dataset. The deep learning models are tuned 

using transfer learning to achieve an accuracy of 98.43%. 

Karar et al. [30] suggested a deep learning framework that 

includes two significant improvements. First, a set of binary 

classifiers have been used to streamline the challenging multi-

label classification of X-ray pictures for each tested case of 

health condition. To diagnose probable ailments for a patient, 

that simulates a clinical setting. Second, the COVID-19 and 

pneumonia classifiers’ cascaded architecture allows for the 

flexible deployment of numerous finely calibrated deep 

learning models at once, resulting in the best performance in 

terms of confirming infected patients. Eleven pre-trained 

convolutional neural network models are used in this 

investigation. The proposed classifiers’ findings demonstrated 

the best detection accuracy of 99.9%. 

Brunese et al. [31] presented a three-phased strategy, the 

first of which is to determine whether pneumonia can be seen 

on a chest X-ray. Differentiating between COVID-19 and 

pneumonia is the second. The final phase aims to identify the 

regions in the X-ray indicative of COVID-19 presence. The 

efficiency of the suggested approach was proved through 

experimental analysis of 6523 chest X-rays from various 

institutions. The average time for COVID-19 identification 

was 2.5 seconds, and the average accuracy was 97%. 

Apostolopoulos et al. [32] examined the significance of the 

retrieved features for the classification job, the cutting-edge 

convolutional neural network known as Mobile Net is used 

and trained from scratch. For training MobileNet v2, which 

has demonstrated great performance in similar tasks, a sizable 

dataset of 3905 X-ray pictures pertaining to 6 diseases is used. 

A classification accuracy of 87.66% is attained among the 

seven classes. 

Mabrouk et al. [33] presented Ensemble Learning (EL), a 

computer-aided classification of pneumonia that aims to make 

chest X-ray image diagnosis simpler. Instead of constructing 

CNN models from scratch, their idea is based on existing 

Convolutional Neural Network (CNN) models, which have 

recently been used to improve the performance of numerous 

medical tasks. The chest X-ray data set is used to train the 

suggested model. The proposed EL method beats other 

cutting-edge techniques currently in use and achieves an 

accuracy of 93.91%. 

Ullah et al. [34], suggested a brand-new CovidDetNet 

classification strategy to accurately and quickly detect 

COVID-19 from chest radiograph images. The generated 

images from image resizing are then fed into a CovidDetNet 

model created to detect COVID-19 for this purpose. COVID-

19 detection has a 98.40% accuracy rate. All results are 

compared in Table 1. 
 

Table 1. Summary of existing studies related to COVID-19 

detection based on CNN models 
 

Ref. 

no.  
Dataset  Technique 

Best 

Accuracy 

[15] 
COVID-19 

Radiography  

Convolutional Neural 

Networks (CNN) 
Up to 98% 

[16] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
96% 

[17] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
94.64% 

[18] 
COVID-19 

Radiography 
CNN model (VGG16) 96% 

[19] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
96.4% 

[20] 
COVID-19 

Radiography 

CNN model 

(InceptionV3) 
98% 

[21] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
98% 

[22] 
COVID-19 

Radiography 
CNN model (VGG16) 99% 

[23] 
COVID-19 

Radiography 

CNN models (VGG19 

and U-Net) 
97% 

[24] 
COVID-19 

Radiography 

CNN model 

(ResNet50) 
99.17% 

[25] 
COVID-19 

Radiography 

CNN model 

(MobileNetV2) 
94.2% 

[26] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
94% 

[27] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
99.68% 

[28] 
COVID-19 

Radiography 
CNN model (VGG16) 93.75% 

[29] 
COVID-19 

Radiography 

ResNet18, Xception, 

InceptionV3, 

DenseNet121, and 

MobileNetV3 

98.43% 

[30] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
99.9% 

[31] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
97% 

[32] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
87.66% 

[33] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
93.91% 

[34] 
COVID-19 

Radiography 

Convolutional Neural 

Networks (CNN) 
98.40% 

 

 

3. METHODOLOGY 
 

The proposed system which is shown in Figure 2 aims to 

detect infection with the Coronavirus through X-ray images 

using a COVID-19 Radiography dataset. The proposed system 

goes through several stages, where the images are processed 

in several ways, and then the features are reduced in more than 

one way such as LDA and GLCM. Then, the proposed 

Convolutional Neural Network (CNN) is utilized to classify 

cases as patients with (COVID-19, Viral Pneumonia, or Lung 

Opacity) from healthy people as the final stage in the system. 
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Figure 2. The proposed detection model is based on CNN 

 

3.1 Dataset description 

 

Table 2. COVID-19 radiography dataset categories 

 

 Category 
No. of Chest X-ray 

(CXR) Images 

First 

release 

COVID-19 219 

Normal  1341 

Viral pneumonia 1345 

Final 

release 

COVID-19 3616 

Normal  10.192 

Viral Pneumonia 1345 

Lung Opacity (Non-COVID 

lung infection) 
6012 

 

Together with collaborators from Pakistan and Malaysia, a 

research team from Qatar University in Doha, Qatar, and the 

University of Dhaka in Bangladesh has created a database of 

chest X-ray images for COVID-19-positive patients as well as 

photos of typical and viral pneumonia. This dataset of 

COVID-19, normal, and other lung infections is being 

provided in phases. Table 2 shows the details of the COVID-

19 Radiography Dataset. Some COVID and Normal patients’ 

CXR images of this dataset are shown in Figure 3 to Figure 6. 

The normal chest X-ray shows clean lungs with no spots of 

aberrant opacification. Lung opacity is characterized by a 

localized lobar consolidation, in this case in the right upper 

lobe (white arrows), whereas viral pneumonia is characterized 

by a more widespread “interstitial” pattern in both lungs. 

Pictures that do not meet the aforementioned characteristics 

are classified as having COVID-19 disease. 
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Figure 3. Normal CXR image example from the COVID-19 Radiography Database 

 

    
 

Figure 4. COVID CXR image example from the COVID-19 Radiography Database 

 

    
 

Figure 5. Viral Pneumonia CXR image example from the COVID-19 Radiography Database 

 

    
 

Figure 6. Lung Opacity CXR image example from the COVID-19 Radiography Database 

 

3.2 Splitting COVID-19 dataset 

 

Data splitting is a standard strategy for model validation that 

divides a given dataset into training and testing sets. Following 

that, the training data is utilized to fit and assess statistics and 

machine learning models. It can test and evaluate the accuracy 

of various models’ predictions without worrying about 

potential overfitting of the training set if a separate set of data 

is kept for validation [35]. It can use the aforementioned data 

splitting algorithms after defining a splitting ratio. The 80:20 

rule states that 80% of the data is utilized for training and 20% 

for testing [36]. Alternative ratios, such as 70:30, 60:40, and 

even 50:50, are employed in practice. There appears to be no 

clear information on what ratio is excellent or best for a certain 

dataset. The 80:20 split is based on the well-known Pareto 

principle; however, it is only a guideline based on experience. 

There is currently no consensus on the appropriate data-

splitting ratio based on theoretical or numerical research [37]. 

 

3.3 Data preprocessing 

 

Data may be seen as the model algorithm quickly analyzing 

the aspects of the data. Data pre-processing is the most crucial 

and crucial step for a deep learning algorithm to function well 

in terms of generalization [38]. This stage includes a group of 

sub-processes as follows: 

 

3.3.1 Histogram equalization 

Histogram equalization is a spatial domain contrast 

enhancement strategy in image processing that uses the 

image’s histogram. Histogram equalization frequently 

increases the processed image’s global contrast. This 
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technique works nicely with both bright and dark images [39]. 

The histogram was done by applying Eq. (1) as follows [40]: 

 

ℎ[𝑖]=∑ ∑ {
0  𝑖𝑓 𝑓[𝑥. 𝑦] = 𝑖
1     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}𝑀
𝑦=1

𝑁
𝑥=1  (1) 

 

The cumulative distribution is then calculated by Eqns. (2) 

and (3) as follows: 

 

𝑐𝑑𝑓(𝑋𝑖)=∑ 𝑝(𝑋𝑖)
𝑘
𝑖=0  (2) 

 

𝑔[𝑥. 𝑦] =
𝐶𝐷𝐹 [𝑓[𝑥. 𝑦] − 𝐶𝐷𝐹𝑚𝑖𝑛]

(𝑁 × 𝑀) − 𝐶𝐷𝐹𝑚𝑖𝑛

× (𝐿 − 1) (3) 

 

For gray-level values from 0 to 7, the minimum value which 

corresponds to zero calculates the number of 0, 1, 2, 3, 4, 5, 6, 

and 7 in an image and then finds the total number of pixels. 

Then, the running sum of each gray-level value was computed. 

Normalize by dividing by the total number of pixels, the 

resulting values ranged between 0.1 to 1. It is applied 

grayscale image and histogram equalization on the XRY 

image in Figure 7. 

 

 
 

Figure 7. (a) Grayscale image (b)Equalize the CXR image 

 

3.3.2 Image resize 

Image resizing technology is quickly becoming a research 

hotspot due to the advent of varied display device sizes in 

recent years, which unavoidably results in images being 

reduced in size or enlarged (a process known as resizing). This 

method considers the content of the image in addition to the 

geometry size limits when resizing the images because each 

content requires various approaches. To accomplish the goal 

of resizing, high degrees of key parts are kept as nearly 

unchanged as feasible while less important areas are modified 

a few sizes larger. Image retargeting is another name for the 

practice of image resizing [41]. In this proposed system, the 

image was resized by 20 * 20 as shown in Figure 8. 

 

 
 

Figure 8. 20×20 image resize 

3.4 Feature reduction 

 

Features are the specific information needed to address a 

particular application and represent important aspects of 

images. The training set requirements and classification 

accuracy are significantly impacted by the choice of input 

characteristics. The procedure of extracting features from 

photographs reduces the number of resources needed by 

capturing the visual content of the images [42]. The Linear 

Discriminant Analysis (LDA), and Gray Level Co-occurrence 

Matrix (GLCM) were used as feature reduction techniques. 

 

3.4.1 Linear discriminant analysis (LDA) 

A statistical, machine learning, and pattern recognition 

method for discovering linear combinations of characteristics 

that separate or describe at least two classes of events or 

objects, LDA is an extension of Fisher’s linear discriminant. 

The final result could be applied as a linear classifier or, more 

crucially, for dimensionality reduction before further 

classification. Projecting the original data matrix into a lower-

dimensional space is the main objective of the LDA approach 

[43]. 

 

3.4.2 Gray level co-occurrence matrix (GLCM) 

A simple method called GLCM is used to extract from 

images the textural properties including Energy, Contrast, 

Correlation, and Homogeneity. When used in calculations, the 

histogram solely conveys data about density distribution; it 

contains no information about the spatial relationships 

between pixels. One statistical method is the use of co-

occurrence matrices to extract features that indicate the 

distribution of intensities and relative locations of nearby 

pixels in a picture [44]. If image H of dimension M×M, the co-

occurrence matrix C can be written as [45]: 

 
𝑐(𝑖. 𝑘)

= ∑ ∑ {
1 𝑖𝑓 𝐻 (𝑦. 𝑧) = 𝑖 𝑎𝑛𝑑 𝐻(𝑦 + ∆𝑦. 𝑧 + ∆𝑧) = 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}

𝑀

𝑧=1

𝑀

𝑦=1

 (4) 

 

where, (∆y, ∆z) denotes the separation between the relevant 

pixel and its neighbor. 

 

3.5 Classify positive and negative cases using the proposed 

convolutional neural network (CNN) model 

 

The proposed CNN model consists of 28 layers as follows: 

·Convolutional Neural Network (CNN) (8) layers.  

·Leaky ReLU (8) layers. 

·Max Pooling (8) layers. 

·Flatten (1) layer. 

·Dense (3) layer. 

 

Explains these layers in some detail in Table 3. 

 

Table 3. The proposed model CNN layers 
 

No. Layer Type  Filters  Size/Stride  
Activation 

Function 

1 Convolutional 16 3/1 ــ   

2 Leaky ReLU ــ   ــ   ــ   

3 Max Pooling ــ   ــ 1/1   

4 Convolutional 32 3/1 ــ   

5 Leaky ReLU ــ   ــ   ــ   

6 Max Pooling ــ   ــ 1/1   

7 Convolutional 32 3/1 ــ   
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8 Leaky ReLU ــ   ــ   ــ   

9 Max Pooling ــ   ــ 1/1   

10 Convolutional 128 3/1 ــ   

11 Leaky ReLU ــ   ــ   ــ   

12 Leaky ReLU ــ   ــ   ــ   

13 Max Pooling ــ   ــ 1/1   

14 Dense ــ   ــ   Linear   

15 Convolutional 256 3/1 ــ   

16 Leaky ReLU ــ   ــ   ــ   

17 Max Pooling ــ   ــ 1/1   

18 Convolutional 512 3/1  

19 Leaky ReLU ــ   ــ   ــ   

20 Max Pooling ــ   ــ 1/1   

21 Convolutional 1024 3/1  

22 Leaky ReLU ــ   ــ   ــ   

23 Max Pooling ــ   ــ 1/1   

24 Dense ــ   ــ   Linear   

25 Convolutional 50 3/1 Linear 

26 Max Pooling ــ   ــ 1/1   

27 Flatten ــ   ــ   ــ   

28 Dense ــ   ــ   Softmax  

 

 

4. RESULTS AND DISCUSSION  
 

The common evaluation techniques for the classification 

model are Confusion Matrix, Precision, Recall, F1 Score, and 

Accuracy. The Confusion Matrix, as its name suggests, 

produces a matrix and describes the entire performance of the 

model. True Positive (TP), False Positive (FP), False Negative 

(FN), and True Negative are among its four terminologies (TN) 

[46]. The following formulas are used to determine the models: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (5) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (6) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (7) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  (8) 

 

In this study, CXR images are examined. In this research 

project, 30% of the data are used for testing and 70% are used 

for training. Using the corresponding suggested CNN model 

classify normal and COVID-19 images. The performance 

outcomes of our suggested CNN are explained in Table 4. 
 

Table 4. Results of the proposed CNN model 

 
Accuracy Precision Recall F1-Score 

99.94% 100% 100% 100% 

 

The proposed network has been designed with high 

accuracy which contributed to obtaining the highest accuracy 

of disease identification compared to other studies depending 

on deep learning, specifically the convolutional neural 

network. In addition to the high impact of preprocessing and 

feature reduction techniques that are the basis for obtaining 

this high rate of detection. The accuracy increased when 

processing pre-processing, extracting features and building the 

new model. Therefore, if the processing operations are 

canceled, it will not be possible to extract the best features, and 

therefore, it is impossible to build a new model. Therefore we 

will rely on the traditional processing conducted by the 

convolutional neural network, and we will obtain results 

similar to the rest of the studies. 

 

4.1 Comparison results 

 

Numerous investigations have been carried out in the last 

two years to identify and categorize COVID-19. For this 

problem, researchers are searching for a more practical answer. 

In this section, given in Table 5, we looked at and contrasted 

our proposed model with previously published, comparable 

studies. 

From Table 5 it is clear that the proposed CNN model 

outperformed the rest of the models to work on the same 

COVID-19 Radiography dataset to detect respiratory system 

infection. The proposed system helps with early and accurate 

detection, contributing to the possibility of increasing 

treatment and increasing the number of recoveries from the 

disease. The reason may be due to the existence of some errors 

in predicting the disease for not using pre-processing methods 

for the data, in addition to using more than one method to 

extract features in the proposed method, which allows for 

obtaining the best features which increase the accuracy and 

speed of prediction. Figure 9 to Figure 12 respectively explain 

the accuracy, precision, recall, and f-score comparison with 

related studies that are mentioned in section 2. 

 

 
 

Figure 9. Accuracy comparisons 
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Table 5. Comparison results with related studies 

 
Ref. No. Technique Dataset Accuracy Precision Recall F-score 

[15] CNN COVID-19 Radiography 98% 98.2% 97% 98% 

[16] CNN COVID-19 Radiography 96% 96% 94% 96% 

[17] CNN COVID-19 Radiography 94.64% 96.52% 96.50% 94.63% 

[18] CNN COVID-19 Radiography 96% 97.27% 92.64% 96% 

[19] CNN COVID-19 Radiography 96.4% 96.5% 96.2% 95.9% 

[20] CNN COVID-19 Radiography 98% 99% 100% 99% 

[21] CNN COVID-19 Radiography 98% 96.4% 100% 97.9% 

[22] CNN COVID-19 Radiography 99.06% 99.07% 99.06% 99.06% 

[23] CNN COVID-19 Radiography 99% 99% 99% 99% 

[24] CNN COVID-19 Radiography 99.17% 99.31% 99.03% 99.17% 

[25] CNN COVID-19 Radiography 94.2% 94.4% 94.2% 94.2% 

[26] CNN COVID-19 Radiography 94% 90% 90% 90% 

[27] CNN COVID-19 Radiography 99.68% 99.66% 99.66% 99.65% 

[28] CNN COVID-19 Radiography 93.75% 95.45% 100% 93.70% 

[29] CNN COVID-19 Radiography 98.43% 98.26% 99% 98.43% 

[30] CNN COVID-19 Radiography 99.9% 99.89% 99.9% 99.9% 

[31] CNN COVID-19 Radiography 97% 97.2% 98% 97.67% 

[32] CNN COVID-19 Radiography 87.66% 88.21% 87.34% 87.65% 

[33] CNN COVID-19 Radiography 93.91% 93.89% 93.99% 93.92% 

[34] CNN COVID-19 Radiography 98.40% 98.34% 98.56% 98.41% 

Our Proposed Met-hod Propos-ed CNN COVID-19 Radiography 99.94% 100% 100% 100% 

 

 
 

Figure 10. Precision comparisons 

 

 
 

Figure 11. Recall comparisons 
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Figure 12. F-score comparisons 

 

 

5. CONCLUSIONS 

 

Lung disease is one of the diseases that can be healed if 

caught early enough. Early detection can lead to a cure. 

However, most patients fail to discover their ailment before it 

becomes chronic, raising the global death toll. Image 

Classification is obtaining information from an image, which 

is important in medical image classification. The 

convolutional Neural Network (CNN) model is a deep 

learning architecture used to classify lung disease correctly. 

Lung opacity extends throughout the human body's lung area. 

This infection is diagnosed via a chest x-ray. Doctors use this 

x-ray picture to make diagnoses or track the progress of lung 

opacity treatments. In the current study, we discussed a deep-

based approach for COVID-19 subject prediction using X-ray 

images and the deep learning approach. With a perfect 

accuracy of 99.94%, the suggested CNN model has 

demonstrated its capacity to identify the COVID, normal, and 

other lung infections classes. As a result, the early-stage 

detection algorithms based on AI will be improved, making 

the X-ray-based modality more reliable in screening different 

lung illnesses. We will test the suggested approach on various 

pulmonary diseases for future work. 
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