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A recommendation system is a refinement system that uses massive amounts of data to 

forecast and present user-preferred products. We employ web log files, including previously 

searched data, and browsing history, and transmit it to a SoftMax model in our 

recommendation model. We also use this data to perform user behaviour analysis using the 

k means clustering algorithm. Furthermore, we transfer users' feedback data, which is 

divided into explicit and implicit data, to the EIMNF model, which is a neural matrix model 

that aids us in forecasting users' preferences. Furthermore, we undertake cross domain 

analysis with the use of a CNN FT model, and all of the outputs created by the algorithm 

are referred to as intermediate recommended items, and they are delivered to an item pool 

to be reranked. Re-ranking improves accuracy and allows us to provide the best possible 

suggestions to our users. We employ a graph neural network to execute re-ranking, and the 

best things generated after reranking are provided to our end-user. We compared our model 

to various models and found that proposed model has 0.91 precision, 0.84 recall, 0.87 F-

Measure and holds 91% accuracy. 
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1. INTRODUCTION

Recommendation systems and e-commerce go hand in hand. 

It's good to know that the majority of recommendations are to 

our taste in this new digital world when everything is now 

available online. E-commerce appears to benefit the most from 

recommendation algorithms. These technologies, which are 

based on artificial intelligence and deep learning, are critical 

in today's digital market. Because we don't have to go through 

a lot of browsing pages, this technique makes searching a lot 

easier. Appropriate suggestions lead to larger carts in online 

stores like Amazon, Flipkart, and others, significantly 

increasing e-business margins and generating revenue for 

online platforms.  

The artificial intelligence strategy used in recommendation 

systems, which has considerably improved performance, 

includes fuzzy technique, transfer learning, genetic algorithms, 

evolutionary algorithms, neural networks and deep learning, 

and active learning [1]. The origins of the recommendation 

system can be traced back to LIRA [2], which pioneered 

tailored recommendations. Initially, the recommendation 

system relied on collaborative and content-based filtering 

approaches. However, in today's digital age, with the rapid 

growth of "BIG DATA," traditional strategies have proven 

ineffective, prompting the development of a hybrid 

recommendation system combining the two to provide 

recommended items based on the user's similar neighbours [3]. 

However, there were still other hurdles. Every day, a large 

number of new users and goods are uploaded, resulting in cold 

start issues [4] because the system lacks sufficient data or past 

rating data to know which items to promote. 

Overspecialization is another issue that arises [5]. The 

recommender system favors items that the user is already 

familiar with, obstructing new and perhaps better options.  

Deep learning, a machine learning technique, has now taken 

over major traditional methods of a recommender model. Deep 

learning techniques have proved to be more efficient as a non-

linear model as compared to that of linear models of a 

recommendation system [6]. It uses the stochastic gradient 

descent (SGD) algorithm of any variant to optimize the 

outcomes. there are three main techniques used in 

recommender models. Firstly, Auto-encoder - has a better 

understanding of the user demands and item features, thus 

leading to higher recommendation accuracy than traditional 

models [7]. It is an unsupervised learning technique that uses 

back propagation setting the output target values to be equal to 

the input values. An encoder is built from the input layer and 

the hidden layer. A decoder is built using hidden layer and the 

output layer. Between these two layers, lies a code which 

represents the compressed input provided to the decoder [8]. 

Emre Tercan’s study has demonstrated the efficiency of 

autoencoders for extracting lake areas from high-resolution 

RGB image. These experiments show that autoencoders 

perform similarly to conventional image segmentation 

methods when it comes to reliably identifying lake regions in 

high-resolution data [9]. The second, being convolutional 

neural networks (CNN). They integrate feature extraction 

function into multilayer perceptron by restructuring structure 

and reducing weight and omit the complex process of image 

feature extraction prior to recognition [10]. Convolutional 

neural networks are now included into the embedded feature 

selection technique and the new Fuzzy Temporal Logic based 

Decision Tree classifier [11] Thirdly, a recurrent neural 

network (RNN), it can learn highly complex relationships 
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from a given sequential data. RNNs can be trained to predict 

the next item a user is likely to interact with based on their past 

behavior. For example, an RNN-based recommendation 

system may consider the items a user has recently viewed, the 

items they have added to their shopping cart, and the items 

they have purchased in the past. The RNN can then generate a 

personalized recommendation for the user based on their past 

behavior patterns [12].  

We developed an artificial intelligence-based 

recommendation mechanism. The advent of a deep neural 

network is a watershed moment in the history of 

recommendation systems. We present a hybrid artificial 

intelligence based recommendation system that utilizes both 

machine learning and deep learning approaches. We produce 

recommended items by processing users' history and weblog 

files using a SoftMax training model. Following that, 

clustering is used to examine the user's activity [13]. 

Additionally, we mine user preferences using the transfer 

learning approach and cross-domain analysis using CNN_FT 

[14]. This also resolves the long tail issues that frequently 

plague recommendation systems. Additionally, we analyse 

user input using the EIMNF model [15]. Following that, we do 

re-ranking on the above-mentioned intermediate rated items 

using a graph neural network [16].  

 

 

2. RELATED WORK 

 

The recommendation system is a critical component of 

current e-commerce platforms such as Amazon, Flipkart, and 

Netflix. Predicting user-satisfied recommended items is very 

algorithm- and model dependent. Traditional recommendation 

systems were widely categorized into content-based, 

collaborative filtering, and hybrid recommendation systems 

[17]. Content-based recommender systems generate a user 

profile containing the user's preferences, which is then 

supplied to machine learning algorithms [18]. This profile is 

then matched to the qualities of the item and a suggestion list 

is generated. Bagher Rahimpour Cami made a content based 

movie recommendation system [19]. Content based system 

when merged with neural fuzzy approach gives a less 

effectiveness but when merged with a DNN can give a high 

quality recommendation system [20]. This type of 

recommendation system is better suited for recommending 

news, articles etc. because, while it can alleviate cold start 

issues by recommending new items to users, it is inefficient in 

terms of overspecialization because it recommends similar 

items but does not provide the user with newly updated items.  

Collaborative filtering is primarily concerned with the user's 

rating [21]. When this strategy was introduced, it quickly 

gained popularity and was successfully used roughly twenty 

years ago. This strategy is based on the assumption that 

comparable consumers share similar interests. There are two 

variants of this technique: memory-based and model-based. 

Recommendation system development for fashion retail e-

commerce is an application of extending collaborative filtering 

method [22]. Memory-based storage is further subdivided into 

user- and item-based storage [23]. It is mostly based on the 

algorithm of the nearest neighbour. Occasionally, the rating 

matrix is large, since it must deal with a large amount of data, 

and the solution time for the user-item rating matrix is lengthy. 

Additionally, it has disadvantages in terms of cold start issues 

and the inability to promote unpopular things to other users. 

Moreover, it does not give real-time recommendations. A 

model-based recommendation system concatenates user and 

item attributes into a single factor space. It is primarily based 

on machine learning, which aids in the resolution of scalability 

and data sparsity issues.  

Hybrid recommendation systems combine the best features 

of content-based and collaborative recommendation systems. 

In this manner, the disadvantages of both types are offset, 

making them more successful when employed. The items are 

initially sent into a content-based approach following 

collaborative filtering, which they refined using the k-means 

algorithm and a previously constructed user interest model. 

[24]. The Pro-FriendLink algorithm, based on the hybrid 

system, was presented to forecast movies utilizing CBRS, the 

DBScan clustering algorithm, and the DNN algorithm [25]. 

Deep learning based recommendation system – ‘Pubmender’ 

has its application in biomedical choices [26]. 

 

 

3. PROPOSED WORK 

 

In our proposed system, we take several parameters and put 

them in an item- pool after analysing them using different 

algorithms after which they are re-ranked for increased 

efficiency. We have divided the model in five stages each of 

which is explained below. 

 

3.1 First stage  

 

All of the data from web log files is gathered and fed into a 

deep neural network model, in this case, the SOFTMAX 

model. A SoftMax is a function that gives us probabilities for 

various classes in a multi-class classification model. A 

SoftMax model calculates the relative chance of correctly 

predicting each item by treating each problem as a multi-class 

problem, allowing us to compare multiple items directly in a 

single model. In the SOFTMAX model, all of the fetched web 

log files and previous search information are fed into an 

information layer- a. We denote the product layer as Ψ(a)€Rf. 

The model converts the output of the last layer into a 

probability distribution by generating a vector of scores. The 

product layer uses the following probability distribution: 

p̂=h(Ψ(a)VU), where: h: Rn -> Rn is the softmax function, given 

by h(x)y=ex
y/∑z ex

z, V ∈R
n x f is the matrix of weights of the 

softmax layer. 

We introduce a LOSS function, that compares the 

probability distribution with all of the objects that the user has 

interacted with, which is represented as a multi-hot 

distribution. 

The probability of the recommended item z is given by p̂z 

=exp{(Ψ(a)Vz
 )}/C, where C is the normalization constant and 

does not depend on z. Here, Ψ(a) €Rf is the output of hidden 

layer and Vz€Rf is the vector of item connecting to product z. 

After this we do the data training which consists of two 

parameters, query features - a, and the data that user has 

interacted with - p. We use negative sampling in our model to 

avoid folding difficulties in our data training. It creates an 

approximate gradient by combining all positive entries in the 

target table with a random sample of negative things. Figure 1 

shows the flow of the model. Finally, our data is now 

transmitted to an intermediate item pool after it has been 

processed.  
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Figure 1. Softmax prediction 

 

3.2 Second stage  

 

A clustering method is now used to examine user behaviour 

that is comparable. All of the weblog files that have been 

acquired are first pre-processed to remove any unnecessary or 

noisy data. It then creates clusters, which are now known as 

information points taken as a, a(k). Following that, we create 

k cluster centroids T and place ty….tk in various random 

locations. Each data point in the cluster is grouped according 

to its proximity to the centroid by using ty= {z: f (az, μy) ≤f 

(az, μl), l≠y, z=1, n} μy=1|ty|∑z∈tyaz, ∀I for μy= some value, 

y=1, k. 

 

 
 

Figure 2. K-means clustering 

 

Following the placement of centroid T, the nearest group to 

the cluster is examined for any changes to the cluster; if not, 

the initialization and placement of centroid T are repeated. If 

so, the product layer receives the finished result. This 

procedure is repeated until the convergence conditions are 

satisfied. Figure 2 shows the clustering iteration. The data is 

now transmitted to the item pool, where it will be re-ranked. 

 

3.3 Third stage  

 

Continuing with our model, we undertake cross-domain 

analysis, as well as user sentiment analysis, using a transfer 

learning method based on a multi-layer convolutional neural 

network i.e., CNN_FT model. All of the data from the source 

(here, social media files) and target domains is sent into the 

CBOW (bag-of-words) neural network to train the words 

according to context. CBOW uses vector representation to 

train words from massive volumes of unstructured data to 

extract syntactic and semantic information. For doing so, it 

uses the given Eq. (1) for which value of �̂� is given by Eq. (2). 

The loss function for this algorithm is given as-Eq. (3) for 

which the iterative formula is in Eq. (4) where β is the learning 

speed. Moving on, the source domain data is first provided to 

the CNN-FT model in an information layer which is denoted 

by xy € R y
m×1. The original information layer is converted to 

xy € R y
m×k using Word2vec after which the sentence is 

expressed as given in Eq. (5). The features of sentences are 

extracted in the following layer, the convolutional layer. To do 

so, we introduce h × k in wy € R y
h×k in the information layer 

where the line is m – h + 1, in order to get the feature map, 

sentence for which is expressed 𝑐𝑦 = (𝑐𝑦
1, 𝑐𝑦

2, . . , 𝑐𝑦
𝑚−ℎ+1) for 

which 𝑐𝑦
𝑖 = 𝑓(𝑤𝑦 ∙ 𝑧𝑦𝑖:𝑖+ℎ−1 + 𝑏𝑦). The data is subsequently 

delivered to the model's third layer, the pooling layer, which 

removes the most significant elements to improve accuracy. 

The main feature is defined by Eq. (6) which essentially 

contains the maximum value of the feature values. The last 

layer i.e., a fully connected layer uses the formula in Eqns. (7) 

and (8) to get the probability of each class. Furthermore, a 

small portion of the labelled data fields is used for the target 

domain and performs the procedure above until the pooling 

stage, after which the sentiment analysis is performed. The 

weights in the last layer of the fully connected layer are 

processed using the stochastic gradient descent method, which 

also allows adjusting the weight value. Figure 3 represents 

CNN_FT flow chart. Our intermediary item pool receives the 

product. 

 

Q = U �̂� (1) 

 

�̂� =
1

𝑎 ∑ 𝑧𝑖
𝑎
𝑖=1

 (2) 

 

L=-logp(wb|wb-a,…….,wb-1,wb+1,….,wb+a)  (3) 

 

Wb = wb - 𝛽(�̂� − 𝑧𝑖),i∈ (𝑙, 𝑎) (4) 

 

zy1: m = zy1 ⊕zy2 ⊕……⊕zym (5) 

 

max(cy) = (max(cy
1), max (cy

2),…., max(cy
m-h+1)) (6) 

 

�̂�=w.max(cy) + d (7) 

 

𝑃(�̂�𝑦
𝑖 ) =

exp (�̂�𝑦
𝑖 )

∑ exp (�̂�𝑦
𝑖 )𝑙𝑎𝑏𝑒𝑙

𝑖=0

 (8) 

 

  
 

Figure 3. CNN_FT for cross domain analysis 
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3.4 Fourth stage 

 

We examine user feedback using EINMF model which is 

essentially a neural matrix factorization method based on 

explicit and implicit data of the user. The number of user and 

item are denoted as m and n respectively, for which we have 

datasets as P = {p1, p2,……pm} for users and Q = {q1, 

q2,…..qn} for items. We construct the user-item explicit 

matrix T = [tpi]m×n and implicit matrix IT = [itpi]m×n. shown in 

Eqns. (9) and (10) which we use as the information in the 

neural matrix factorization model. After this inlaying is 

initialized to get the explicit-implicit feedback latent feature 

vectors xp
(E) and xp

(I) of users and the explicit-implicit 

feedback latent feature vectors yi
(E) and yi

(I) of items. We add 

the two vectors as shown in Eqns. (11) and (12) which serves 

as the information of the training layer to obtain shallow linear 

preference features of the user using the formula given in Eq. 

(13). 

 
ITpi={1, if interaction (user p, item q) is 

observed={0, un – interaction (user p, item q) 
(9) 

 
Tpi={tpi, if rating (user p, item q) is observed,={0, 

rating is unknown (user p, item q), 
(10) 

 

X=[xi
(E) ⊕ xi

(I)] for user (11) 

 

Y=[yi
(E) ⊕ yi

(I)] for item (12) 

 

𝜙𝐸𝐼
𝑑𝑜𝑡  (𝑋𝑝, 𝑌𝑖) = 𝑋𝑝 𝛩 𝑌𝑖 (13) 

 

Proceeding with the model, we obtain the deep non-linear 

preference features by using the hidden multilayer perceptron 

(MLP) as shown in Eq. (14). (In this model ReLU is used as 

the activation function). We get the user liked item by using 

the function given in Eq. (15) as shown in Figure 4. The loss 

function in our model is the hybrid of explicit and implicit 

feedback given in (16). The output is then sent to our 

intermediate item pool for re-ranking. 

 

 
 

Figure 4. EINMF algorithm for explicit and implicit data 

 

𝑧𝐸𝐼 = [
𝑋𝑝

𝑌𝑖

] 

 

𝜑𝐸𝐼
1 (𝑧𝐸𝐼) = 𝑐𝐸𝐿

1 (𝑊
𝐸𝐼𝑍𝐸𝐼
1 + 𝑏𝐸𝐼

1 ) 

 

𝜑𝐸𝐼
2 (𝑧𝐸𝐼) = 𝑐𝐸𝐿

2 (𝑊
𝐸𝐼𝑧1

𝐸𝐼

2 + 𝑏𝐸𝐼
2 ) (14) 

 

𝜑𝐸𝐼
𝑅 (𝑧𝐸𝐼

𝑅−1) = 𝑐𝐸𝐼
𝑅 (𝑊

𝐸𝐼𝑧𝑅−1
𝐸𝐼

𝑟 + 𝑏𝐸𝐼
𝑅 ) 

�̂�𝑝𝑖
(𝐸𝐿)

= 𝑐𝑜𝑢𝑡(ℎ𝑇 [
𝜑𝐸𝐼

𝑑𝑜𝑡

𝜑𝐸𝐼
𝑀𝐿𝑃]) (15) 

 

𝐿 =  𝜂𝐿𝐼 + (1 − 𝜂)𝐿𝐸  (16) 

 

3.5 Fifth stage 

 

For re-ranking, all intermediate suggested items are passed 

to an item pool. We take a set of users as P = {p1, p2,…, pp}, 

items as {Q= q1, q2…, qq}, initial ranked list T(p) and a final 

generated list S(p) to be recommended to the user. Figure 5 

shows the flow of our algorithm. 

 

 
 

Figure 5. Re- ranking algorithm 

 

We begin by constructing a unified heterogeneous graph, 

which is based on item relationships and user-item scoring. 

Item relationship graph GI, which has item feature vector xq 

€Td for each item and edge feature vector eQi, eQj €Tc for 

connecting items qi to qj, show mutual influences among 

different items. While user-item scoring graph Gs, which have 

two types of nodes i.e., user and items to derive a relationship 

between user and item as each node consists of feature vector 

given as Rp ∈ T d and Rq ∈ T d. 

Following that, we create several message propagation 

phases, divided into global item relationship propagation and 

customized intent propagation. The item and its feature vector 

are represented by initializing h(0)
qi by rqi in the GI graph after 

which they are updated by two steps: message aggregation and 

message updating. A message aggregation step captures 

relational information from linked neighbours. The message is 

defined using a linear transformation from item qi to qj given 

by Eq. (17). The output is taken as a matrix of dimension d×d 

given by Eq. (18), after which we take a mean aggregator to 

average the messages from neighbours by using Eq. (19). 

Followed by a message update step that fuses the information 

from the neighbours with the item's information using Gated 

Re-current Unit (GRU), Eq. (20). As a result, the item 

representation encodes relational and transitive connections 

across items across distinct ranked lists. Now, in order to 

improve the efficiency of our scoring, we're using a 

personalized intent propagation network that includes USERS 

as the centre node and their neighbours as items edges 

represent scores given by initial rankers. For each user p, the 

used features are loaded into a dxd transformation matrix, 

which is then propagated up the user-item scoring graph. 

Wp=fI(rp) where fI is non-linear mapping. In order to design a 

transformation matrix Wn € Td×d we introduce mapping by 

fn(eqp)=MLP(eqp) after this we combine nonlinear mapping 

from neighbours of user p to aggregate the messages Eq. (21). 

Ending with updating the user representation using h′
p=GRU 

(hp, mp). Next, we concatenate user representation and item 

representation hp and hq respectively, q€Q. This data is passed 

to a feed-forward neural network, which generates a re-

ranking score for an item q. 
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�̂� pq= 𝜎(𝑀𝐿𝑃(ℎ p||hq)) where 𝜎(𝑟) =  
1

1+𝑒−𝑟  is the sigmoid 

function. We use BPR loss function given in Eq. (22) it ranks 

positive samples higher than negative samples. 

This is our final score which will be then recommended to 

our end user as shown in Figure 6. 

This is the proposed Stratified Advance Personalized 

Recommendation System based on Deep Learning (SAP 

Model). 

 

𝑚𝑞𝑖←𝑞𝑗
= 𝑤𝑚ℎ𝑞𝑗

= 𝑓𝑚 (𝑒𝑞𝑗𝑞𝑖
, ℎ𝑞𝑗

) ∙ ℎ𝑞𝑗
, (17) 

 

fm(𝑒𝑞𝑗𝑞𝑖
, ℎ𝑞𝑗

)=MLP(𝑒𝑞𝑗𝑞𝑖
||ℎ𝑞𝑗

) (18) 

 

𝑚𝑞𝑖
=

1

|𝑁𝑞𝑖|
∑ 𝑚𝑞1⇐𝑞𝑗𝑞𝑗∈𝑁𝑞𝑖

 (19) 

 

ℎ′𝑞𝑖
=GRU(ℎ𝑞𝑖

, 𝑚𝑞𝑖
) (20) 

 

𝑚p =|
1

𝑁𝑝
|∑ 𝑊𝑝∈𝑁𝑝 pWnhq=|

1

𝑁𝑝 
| ∑ 𝑓𝑞∈𝑁𝑝 I(xp)fn(eqp)hq (21) 

 

ℒ=∑ 𝑙𝑜𝑔(𝑝,𝑞𝑖,𝑝𝑗)∈𝑎  𝜎(�̂�𝑝𝑞𝑖  - �̂�𝑝𝑞𝑗
) (22) 

Figure 6. Proposed model diagram 

 

This is the proposed Stratified Advance Personalized 

Recommendation System based on Deep Learning (SAP 

Model) (Figure 6). The proposed model is a deep learning-

based recommendation system that is efficient for solving 

existing problems like cold start, and overspecialization. We 

also overcome data sparsity problems and try to increase the 

diversity of items to be recommended to the user. We employ 

a softmax layer which is used to predict the item the user is 

most likely to interact with. Continuing with the model. K-

means is used to cluster users based on their item interactions 

or demographic information, allowing for more personalized 

recommendations to be made for each user segment. Then we 

use the CBOW-CNN_FT method which is a word embedding 

method that can be used to capture the semantic relationships 

between items, allowing for more accurate item-item 

similarity measurements. Further, we take EINMF which 

helps solve several existing problems in recommendation 

systems by incorporating both explicit and implicit feedback, 

incorporating additional information, and leveraging the 

power of deep learning to generate more accurate and 

personalized recommendations. All the output layers are 

incorporated in a product layer which is then sent to an 

intermediate item pool. After collecting all the data it is then 

sent for re-ranking where we use a graph neural network for 

which the final ranking is assigned to each item. This 

improves the suggested model’s accuracy, efficiency, and 

quality of the proposed model. 

 

 

4. EXPERIMENT AND RESULTS 

 

4.1 Dataset 

 

We take the amazon dataset as input in our model as shown 

in Table 1 [27]. It represents web log files and feedback of 

users along with social media contents. 

 

Table 1. Amazon dataset 

 
Category User Items Reviews Edges  

Weblog files 

(Electonics) 
4.25M 498K 11.4M 7.87M 

User Feedback 

(Women’s Clothing) 
1.82M 838K 14.5M 17.5M 

Social media content 

(Music) 
1.13M 557K 6.40M 7.98M 

All 7.20M 1.89M 31.90M 33.35M 

 

4.2 Baseline  

 

DEEPCONN model: This model uses user and item neural 

networks and takes their reviews as input, following layer is 
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CNN based which calculates various feature levels. They 

also introduce a top layer so that hidden latent features of user 

and item communicate. Finally, the output layer represents 

the recommended items [28]. 

IA CN model: In this model, user and item documents are 

taken as input and sent to an embedding layer which is a fully 

connected layer. Following that, it is sent to a CNN layer. 

They have an additional Attention Layer for effective output. 

Factorization is done next, after which the final output is 

recommended [29]. 

DMHR model: This study suggests a hybrid 

recommendation methodology based on multi-source 

perspective fusion and in-depth emotion analysis.The post-

based collaborative filtering recommendation view and the 

content-based recommendation view are combined to create 

a hybrid recommendation system based on the analysis of 

user behaviour preferences, which focuses on the emotional 

mining and deep semantic analysis of text information; and 

the natural language description information of the post 

content is mined [30]. 

GHRS model: The basic concept behind the suggested 

approach is to identify connections between users based on 

their shared characteristics as nodes in a similarity network 

and then combine those connections with user-side data to 

address the cold-start problem [31]. 

 

4.3 Testing 

 

We compare given models with our model for accuracy, 

precision and F- measure as shown in Figure 7. 

 

 
 

Figure 7. Precision, recall, F-measure comparison 

 

4.3.1 Precision 

It is the ratio of True Positives to that of the sum of True 

Positives and False Positives. We calculate the percentage 

among the following models, DeepCoNN, IA CN, DMHR, 

GHRS and the proposed model. As shown in Table 2, the 

proposed model gives a precision of 91% compared to that of 

other models. Clearly, the proposed model shows higher 

precision. 

 

4.3.2 F-measure 

It is the harmonic mean of two fractions given as:  

 

F-MEASURE=
PRECISION × RECALL × 2

( PRECISION + RECALL)
 

Table 2 shows the results, proposed model outstands at 87% 

compared to that of other models. 

 

4.3.3 Recall 

It helps in knowing what percentage of real positives were 

successfully identified as shown in Table 2. 

 

RECALL=
𝑇𝑅𝑈𝐸 𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸

𝑇𝑅𝑈𝐸 𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸+𝐹𝐴𝐿𝑆𝐸 𝑃𝑂𝑆𝐼𝑇𝐼𝑉𝐸
 

 

Table 2. Precision, Recall and F-Measure comparison in 

tabular form 

 
Model Precision Recall F-Measure 

Proposed Model 0.91 0.84 0.87 

GHRS 0.89 0.80 0.84 

DMHR 0.86 0.84 0.84 

IA-CN 0.83 0.83 0.81 

DeepCONN 0.82 0.77 0.79 

 

4.3.4 MAE value 

Mean absolute error (MAE) help's us to measure the 

average of the absolute error value. Absolute is a 

mathematical function that make a number positive. 

Therefore, the difference can be positive or negative and will 

be necessary positive when calculating MAE.  

As shown in Figure 8, the proposed model as lowest MAE 

value. 

 

MAE= 
( 𝐴𝐶𝑇𝑈𝐴𝐿 𝑉𝐴𝐿𝑈𝐸−𝑃𝑅𝐸𝐷𝐼𝐶𝑇𝐸𝐷 𝑉𝐴𝐿𝑈𝐸)

𝑁𝑈𝑀𝐵𝐸𝑅 𝑂𝐹 𝑉𝐴𝐿𝑈𝐸 
 

 

 
 

Figure 8. MAE value comparison 

 

4.3.5 AUC-ROC curve 

A performance indicator for classification issues at 

different threshold levels is the AUC-ROC curve. AUC 

stands for the level or measurement of separability, and ROC 

is a probability curve. 

From above comparison, we conclude that top two models 

are GHRS and the proposed model, for which we use AUC-

ROC curve to determine the better model. From Figure 9 we 

conclude that the proposed model has more area under the 

curve and is therefore more efficient. 
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Figure 9. AUC-ROC curve 

 

 

5. CONCLUSION AND FUTURE WORK 

 

Recommendation system is a modern technology which 

helps in consumers locate goods they want to purchase as per 

their needs. Rapid advancements in recommendation system 

have made them an essential tool for online business. Deep 

neural networks are added to conventional recommendation 

models, they perform significantly better than linear methods 

like collaborative filtering and have higher efficiency. The 

suggested model effectively addresses the challenges of 

overspecialization and cold start. It can also process changes 

in user behavior and decision-making to overcome sparsity. 

Furthermore, it can address latency problems that occur when 

new products are posted yet older items are being 

recommended. We collect multiple criteria, such as browser 

log files, social media contents, and so on, and feed them 

through several relevant algorithms to build an intermediate 

item pool in which re-ranking occurs, and the final products 

are chosen to be suggested to our user. 

We compared the suggested model to the DeepCONN, IA-

CN models, DMHR and GHRS and the results are 

unambiguous: our model surpasses all for the provided 

dataset and has a minimum error with 91% accuracy. 

Additionally, we compared precision, recall, and F-measure, 

where the suggested model performed remarkably well. We 

also compare for MAE values and AUC-ROC and we 

conclude the proposed model is more efficient. 

In addition to e-commerce, recommendation systems are 

extensively used in B2C and B2B business formats. The 

same might be searched for further in the suggested model. 

We would like to address the problems of high cost usually 

involved in deep learning based algorithms. 
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