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This paper explores the real-time monitoring of weapon production equipment with advanced 

wireless sensor network (WSN) technology and computer measurement & control technique. 

First, a monitoring system for weapon production equipment was established based on the 

WSN and Ethernet. Following Zigbee protocol, a self-organizing WSN was constructed and 

its routing algorithm was implemented. Next, the author depicted the implementation of batch 

estimation fusion algorithm based on weighted mean and data fusion algorithm based on Haar 

wavelet transform. The validity and rationality of the two algorithms were verified through 

simulation experiment.  
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1. INTRODUCTION

Weapon production [1-2] requires intricate process 

equipment that contains various large and medium 

compressors, pumps, pressure vessels, motors, etc. The 

production environment is featured by high temperature, 

pressure, flammability, explosibility and toxicity. The process 

equipment must be monitored effectively to prevent accidents, 

reduce downtime rate, extend service life and control 

maintenance cost. 

The operating condition of weapon production equipment is 

traditionally monitored by wired sensor control system. 

However, this traditional system cannot cover a wide area 

without the deployment of numerous sensors in different types. 

This defect greatly constrains the application of wired sensor 

control system in the process industry.  

The wired sensor control system is gradually being replaced 

with wireless sensor network (WSN) [3-4], an emerging tool 

for information acquisition and processing. Focusing on data 

processing, the WSN can effectively overcome the defect of 

wired sensor control system and achieve real-time monitoring 

of the operating condition of weapon production equipment. 

The monitoring of the operating condition needs to capture 

various operating parameters of the equipment, including but 

not limited to temperature, pressure and vibration. The 

analysis on these parameters helps to acquire, analyze and 

evaluate the status of the equipment, laying the basis for 

correct judgement of abnormalities. Suffice it to say that 

operating condition monitoring is the prerequisite for 

equipment monitoring and fault diagnosis. 

There are three ways to monitor the operating condition, 

namely, offline periodic detection, online monitoring and 

offline analysis, and automatic online monitoring and analysis 

[5]. Over the years, the equipment monitoring technology has 

been improved constantly towards automation, networking 

and virtualization. The scale and applicable range of the 

monitoring systems are expanding continuously, forming 

intelligent computer network monitoring systems with such 

abilities as rapid data acquisition, real-time online analysis, 

and distributed hierarchical distributed structure. 

To solve the defect of traditional wired sensor control 

system, this paper designs a data acquisition and monitoring 

system for the operating condition of weapon production 

equipment based on the WSN, and proves through experiment 

that the proposed system outperforms the traditional system in 

acquiring the data and monitoring the operation of weapon 

production equipment. 

2. BASIC FRAMEWORK AND FUNCTION DESIGN

As shown in Figure 1, the basic principle of equipment 

monitoring and fault diagnosis involves equipment signal 

detection, signal feature extraction, status detection, fault 

prediction and decision-making, as well as establishment of 

status information base and knowledge base. 

Specifically, signal detection measures the operating status 

parameters of the weapon production equipment, and provides 

the basic data for fault analysis. Feature extraction and status 

detection determines the presence of abnormal signals through 

the analysis of various monitoring signals. Fault diagnosis 

evaluates the abnormal signals that affect the equipment, finds 

the cause of the fault, and determines the fault location. The 

information base and knowledge base support the abnormality 

judgement and fault diagnosis through continuous learning of 

knowledge. 

Based on the process of equipment monitoring and fault 

diagnosis in Figure 1, the author designed a data acquisition 

and monitoring system for the operating condition of weapon 

production equipment based on the WSN. The system consists 

of five parts: field data acquisition, wireless data transmission, 

wired data transmission, computer monitoring and remote data 

service. The structure of the proposed system is shown in 

Figure 2 below. 

Instrumentation Mesure Metrologie 
Vol. 18, No. 1, February, 2019, pp. 37-41 

Journal homepage: http://iieta.org/Journals/i2m 

37



 

 
 

Figure 1. Process of equipment monitoring and fault diagnosis 

 

 
 

Figure 2. The structure of the proposed system 

 

In this system, the sensor nodes have radio frequency 

function and follow Zigbee wireless communication protocol 

based on IEEE802.1 standard. The data collected by sensors 

are transmitted wirelessly to the sink node through the wireless 

data transmission part. The wireless transmission is realized 

through the self-organizing WSN. 

Considering the shear number, diverse types and wide 

distribution of weapon production equipment, the WSN was 

divided into several cluster networks by the hierarchical 

network topology. Each cluster network is responsible for 

acquiring the operating condition parameters of the equipment 

within its coverage. 

Figure 3 presents the structure of a typical WSN, which 

contains multiple sensor nodes and a sink node. 

 

 
 

Figure 3. Structure of a typical WSN 
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The Zigbee-based WSN is a low-rate wireless network. 

There are two types of devices in the network: full-function 

device (FFD) and reduced function device (RFD). These 

devices serve as coordinator, router, gateway and terminal of 

the network. 

The WSN nodes only support short-range wireless 

communication. The communication ability of each node 

depends on the factors of production environment, such as 

vibration, noise, obstacles and internodal distance. The 

influence of these factors can be described by the path loss in 

wireless transmission: 

PL = 20 log f + 20 log d − 26 , where PL  is path loss; f  is 

working frequency; d  is the internodal distance. To ensure 

reliable communication between nodes, it is necessary to 

deploy the nodes and select the working frequency in a rational 

manner. 

In this paper, the operating condition of weapon production 

equipment is acquired and monitored at the production site 

using field wireless sensor nodes. According to the 

classification criteria of field wireless sensor nodes, the WSN 

in our research consists of cluster member nodes, cluster head 

nodes and sink nodes. By logical structure of the network, the 

routing protocols can be divided into plane routing and 

hierarchical routing. With little topological changes, the 

hierarchical cluster tree routing protocol [6] is the best choice 

for the monitoring of weapon production equipment. The 

structure of hierarchical routing is shown in Figure 4. 

 

 
 

Figure 4. The structure of hierarchical routing 

 

In Zigbee protocol, the cluster head, located at the top of the 

cluster, manages all nodes and sub-trees. The network address 

is allocated based on three parameters: the maximal child (Cm), 

the maximal level (Lm) and the maximal route (Rm). The CM 

refers to the maximum number of sub-nodes that each node 

can accommodate, the Lm stands for the maximum level of 

each sub-tree, and the Rm means each coordinator or router 

has several routing sub-nodes. Note that Rm< Cm. 

The cluster head is located in the 0-th layer of the cluster 

tree network. Let Li be the i-th layer of the network. Then, the 

address offset of the children of sub-nodes in the i-th layer, 

denoted as CSkip(Li), can be expressed as:  

CSkip(Li) =

{
1 + Cm ∗ (Lm − Li − 1)                                       Rm = 1
1+Cm−Rm−Cm∗RmLm−Li−1

1−Rm
                                         Rm ≠ 1

. 

 

where Li=1, 2, …, Lm. 

Then, the block size (Bsize), i.e. the maximum capacity of 

each tree, can be described as: 

 

Bsize = {
Lm + 1                                   Cm = 1
1 + ∑ (Cm ∗ Rmi−1)       Cm ≠ 1Lm

i=1
  

 

For a cluster tree network, Cm = Lm = Rm = 1, and the 

network can accommodate up to 341 nodes. The intranet 

address allocation is depicted in Figure 5. 

 

 
 

Figure 5. The intranet address allocation in cluster tree 

network 

 

 

3. MULTI-SENSOR DATA FUSION 

 

Real-time monitoring is essential to the stable and safe 

operation of weapon production equipment. To meet the real-

time requirement, it is necessary to continuously capture and 

transit the feature signals of the equipment operating condition. 

Due to the diversity of equipment, the data acquisition will 

inevitably produce a large number of sensor data. This calls 

for the fusion of multi-sensor data without reducing the real-

time performance, such as to reduce the computing and 

transmission load and improve the network utilization. The 

purpose of data fusion is to eliminate the measurement 

uncertainty according to a limited amount of collected data. 

The fused operating parameters can reflect the equipment 

condition more accurately. 

 

3.1 Batch estimation fusion algorithm based on weighted 

mean 

 

In general, the sensor parameters change slowly and obey 

normal distribution, while the measured data are theoretically 

unequal in precision. Thus, the traditional normalization 

method of taking the arithmetic mean is insufficient to ensure 

the data accuracy. Here, the batch estimation based on 

weighted mean is introduced to normalize the measured data 

[7]. 

To prevent node failure and enhance data reliability, two or 

more homogeneous sensor nodes were considered to monitor 

an equipment. After all, a single sensor node has a limited 

energy. Let n be the number of consistent data collected by the 

multiple sensors in a period of time. Then, the measured data 

can be expressed as 𝑥1, 𝑥2,…, 𝑥𝑛. The n measured data were 

divided randomly into two groups, and the mean value of each 
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group was computed. Next, a batch estimation algorithm was 

introduced to determine the fusion value 𝑋𝑝 according to the 

computed mean value, making it close to the measured true 

value. The process can also be considered as two sets of 

consistency measured data collected by two homogeneous 

sensors in the same time period. 

Assuming that 𝑚 + 𝑘 = 𝑛 , the first and second sets of 

consistency data series can be denoted as 𝑋21, 𝑋22, … , 𝑋2𝑘 and 

𝑋11, 𝑋12, … , 𝑋1𝑚, respectively. Then, the arithmetic mean and 

standard variance of the two groups of measured data can be 

respectively defined as: 

 

�̅�(1) =
1

𝑚
∑ 𝑋1𝑖

𝑚
𝑖=1 ; 

𝜎(1) = √
1

𝑚−1
∑ (𝑋1𝑖 − �̅�(1))2𝑚

𝑖=1 ; 

�̅�(2) =
1

𝑘
∑ 𝑋2𝑗

𝑘
𝑗=1 ; 

𝜎(2) = √
1

𝑘−1
∑ (𝑋2𝑗 − �̅�(2))2𝑘

𝑗=1 . 

 

The variance estimates of means �̅�(1) and �̅�(2) are: 

 

𝜎�̅�(1)

2 =
1

𝑚
𝜎(1)

2 ; 

𝜎�̅�(2)

2 =
1

𝑘
𝜎(2)

2 . 

 

The weight ratios of the two sets of data are: 

 

𝑝(1)

𝑝(2)
=

𝜎�̅�(1)

2

𝜎
�̅�(2)

2 .  

 

Thus,  

 

�̅�𝑝 =
𝜎�̅�(2)

2

𝜎
�̅�(1)

2 +𝜎
�̅�(2)

2 �̅�(1) +
𝜎�̅�(1)

2

𝜎
�̅�(1)

2 +𝜎
�̅�(2)

2 �̅�(2). 

 

The corresponding variance estimates are: 

 

𝜎�̅�𝑝

2 =
∑ 𝑝(𝑖)(�̅�(𝑖)−�̅�𝑝)22

𝑖=1

∑ 𝑝(𝑖)
2
𝑖=1

. 

 

The operating parameters and measured noise of the sensors 

in our system can be considered as normally distributed, which 

are suitable for the batch estimation fusion algorithm based on 

weighted mean. 

 

3.2 Data fusion algorithm based on Haar wavelet 

transform 

 

The Haar wavelet transform aims to reduce the 

communication data of sensor nodes. The data fusion 

algorithm can be established based on Harr wavelet transform 

in the following manner. 

To begin with, the sensor nodes sampling is regarded as a 

data flow pipeline, the length of which is 2𝑗 units. One of these 

units is the space needed to store the data structure of a real-

time sampled data. It is assumed that the length of the pipe is 

23, and can be treated as a vector space of 𝑉3 . Then, 𝑉3 =
𝑉2 ⊕ 𝑊2 . Thus, the data volume can be reduced by 

continuously reducing the dimensions of vector space. 

The data of a sensor node can be fused with the vector space 

of 𝑉3 through the following steps: 

Step 1: Through linear combination of Haar functions, the 

vector space 𝑉3  is represented as 𝐼(𝑥) = 𝛼0
3𝜑0

3(𝑥) +
𝛼1

3𝜑1
3(𝑥) + 𝛼2

3𝜑2
3(𝑥) + ⋯ + 𝛼7

3𝜑7
3(𝑥), where 𝛼0

3, 𝛼1
3, …, 𝛼7

3 

are sensor sampling values at the fusion degree of 8. 

Step 2: The dimension of 𝑉3 is reduced to 𝑉2. Here, 𝑉3 is 

expressed as a linear combination of the basis functions of 𝑉2 

and 𝑊2:  

I(x) = α0
2φ0

2(x) + α1
2φ1

2(x) + α2
2φ2

2(x) + α3
2φ3

2(x) +
β0

2ϑ0
2(x) + β1

2ϑ1
2(x) + β2

2ϑ2
2(x) + β3

2ϑ3
2(x); 

𝑉2: 𝐼(𝑥) = 𝛼0
2𝜑0

2(𝑥) + 𝛼1
2𝜑1

2(x) + α2
2φ2

2(x) + α3
2φ3

2(x); 

W2: I(x) = β0
2ϑ0

2(x) + β1
2ϑ1

2(x) + β2
2ϑ2

2(x) + β3
2ϑ3

2(x); 

where α0
2 ,  α1

2 , α2
2  and α3

2  are sensor sampling values at the 

fusion degree of 4; β0
2, β1

2, β2
2 and β3

2 are detail coefficients. 

By this fusion algorithm, the vector space of V3  can be 

described by function φ0
0, ϑ0

0, ϑ0
1 , ϑ1

1, ϑ0
2, ϑ1

2 and ϑ3
2. 

 

 

4. SIMULATION EXPERIMENT 

 

This section carries out a simulation experiment to verify 

the effectiveness of the proposed system. According to the 

record results and alarm data, eight alarm temperature values 

in 30s were extracted from the weapon production equipment 

monitoring system and divided into two groups. The extracted 

values are listed in Table 1 below. 

 

Table 1. Simulated alarm temperature values 

 
 1 2 3 4 

𝐗𝟏 16.38 15.57 15.56 15.52 

𝐗𝟐 16.21 15.55 15.51 15.52 

 

Using the batch estimation fusion algorithm based on 

weighted mean, the arithmetic mean and variance of the eight 

values were computed as: S̅(1) = 15.71, σ(1) = 0.42, S̅(2) =

15.52, σ(2) = 0.02, the weighted mean fusion value as 15.54, 

and the fusion difference as 0.55. 

It takes four steps to fuse the eight value by the data fusion 

algorithm based on Haar wavelet transform. In each step, the 

mean values of samples with fusion granularity of 8, 4, 2 and 

1 were calculated and recorded in Table 2 below. 

 

Table 2. Data fusion of nodes 

 
Fusion 

granularity 
Fusion result 

Detail 

coefficient 

8 
[16.38, 15.57, 15.56, 15.52, 

16.21, 15.55, 15.51, 15.52] 
 

4 [15.93, 15.52, 15.55, 15.54] 
[0.40, 0.03, 

0.03] 

2 [15.73, 15.54] [0.21, 0] 

1 [15.63] [0.1] 

 

Developed from arithmetic mean and batch estimation 

theory, the batch estimation algorithm based on weighted 

mean is suitable for the fusion of network data. The two sets 

of reliable measured data were processed by the weighted 

function according to their variances. In this way, the 

uncertainty of the network data was reduced or eliminated, 

making the data much more reliable. 

The data fusion algorithm based on Haar wavelet transform 

is suitable for fusing the data collected by sensor nodes in a 

period of time. The fusion result will be sent to the upper 

computer or the user. The energy consumption of sensor nodes 
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mainly attributes to sensor module, processor module and 

wireless communication module [8-9]. Among them, the 

wireless communication module is the leading consumer. 

Let k be the energy consumed by a sensor node to send 1bit 

data to the distance of d. If each of the eight values occupies 

1bit of space, then the total energy consumed to send the eight 

values amounts to 8k. The data fusion algorithm based on Haar 

wavelet transform fused the eight temperature values to get 

data with granularity of 1. The energy consumed to send the 

fused data to d distance is 1/8 of d distance. Therefore, this 

algorithm can effectively reduce the transmission load without 

sacrificing data reliability, thus saving the energy of sensor 

nodes. 

 

 

5. CONCLUSIONS 

 

This paper applies the WSN technology in data acquisition 

and monitoring of weapon production equipment. The WSN 

was adopted to replace the traditional wired sensor system, and 

used to collect and monitor the operating condition of the 

equipment. The structure of cluster tree network and the 

implementation of its routing algorithm were described 

according to the framework of the monitoring system. Based 

on Zigbee technology, the self-organizing network was set up 

to achieve the purpose of collecting network data. Next, the 

author depicted the implementation of batch estimation fusion 

algorithm based on weighted mean and data fusion algorithm 

based on Haar wavelet transform. The validity and rationality 

of the two algorithms were verified through simulation 

experiment. 
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