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Radio Frequency Identification (RFID) is a rapidly growing technology that uses radio 

frequency signals to transfer data among devices. Recent works have proposed a novel 

reader-free RFID system where tags can communicate with each other directly with the 

existence of a continuous wave (CW) from some external RF carrier source or an 

ambient RF signal. In this paper, we propose the log-power difference as observations 

for the localization and tracking problems in passive Tag-to-Tag communication 

systems. The likelihood function of the log-power difference is derived in a semi-

numerical semi-analytical way. The proposed observation model is validated through 

estimating the distance between the two tags using maximum likelihood method. The 

results demonstrate the advantages of the modified method with multiphase 

backscattering where it shows a significantly improved estimation accuracy with more 

phases. The analysis is further extended to an infinite number of phases, where the 

maximum received power is obtained. 
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1. INTRODUCTION

A traditional Ultra High Frequency (UHF) Radio Frequency 

IDentification (RFID) device typically consists of a reader 

with one or more antennas that can emit radio waves, tags, and 

software to process the tag readings [1]. The reader 

interrogates the tags, receiving their unique ID code and other 

information. Tags can be either passive or active. Active tags 

powered by an on-board battery usually have much longer 

communication range but are expensive and have limited 

operational lifetime. Passive tags are activated by the 

electromagnetic field generated by the reader antenna. They 

backscatter the Radio Frequency (RF) signal transmitted to 

them and add information by modulating the reflected signal. 

Passive tags are smaller and less expensive than active tags. 

They provide nearly unlimited operational lifetime and can be 

easily embedded in the environment, and hence can greatly 

enable the infrastructure of the Internet of Things (IoT) [2-4] 

where a large-scale deployment with connectivity is required.  

Readers are usually bulky and high cost, and readers 

interfere with each other when sending out queries to tags. 

Recent works have proposed a novel reader-free RFID system 

where tags can talk to each other directly in the absence of 

RFID readers as long as some external RF carrier source or an 

ambient RF signal (e.g., TV tower, Wi-Fi, and Bluetooth) is 

available to energize them with a continuous wave (CW) [5-

10]. The tags can broadcast information to neighboring tags by 

backscattering, namely, these tags can accomplish tag-to-tag 

communication.  

A hardware implementation of tag-to-tag communication 

system was first demonstrated [11], where passive or semi-

passive tags or their combinations talk to each other by 

modulating an external field. The reliable tag-to-tag 

communication distance was observed to be within 25mm and 

the system was found to be very sensitive to the mutual 

arrangement of the tag antennas. An intensive study has been 

conducted to improve the communication range between the 

tags. In the study [12], the phase cancellation problem in 

backscatter-based tag-to-tag communication system was 

investigated, where a tag fails to detect or demodulate its 

neighbors in proximity due to the superposition of received 

signals. A multi-phase backscattering technique was proposed 

where a tag sends a message twice using different pairs of 

impedances. The proposed method was validated by 

experiments that phase cancellation can greatly be reduced. A 

Backscattering Tag-to-Tag Network was further developed in 

[13] and the tag-to-tag link was demonstrated to be capable of

communicating at a distance up to 3 m with a low power level

requirement of the external excitation signal with only -20

dBm, while successfully overcoming phase cancellation. A

four-hop link approach was demonstrated to be capable of

communicating over 12 m. In the study [14], a backscatter tag-

to-tag multi-hop network was proposed in which the

communication range was greatly extended, and the number

of dead spots was reduced significantly. The impact of the

relative position between the tags and the orientation of the

external RF source on the communication performance were

investigated [15] from a complete set of scenarios. The

modulation depth was utilized as an evaluation metric for

communication performance. Simulation results of the

modulation depth as functions of the normalized distance

between tags, Tag antennas’ tilt angle, the switching

impedances, and the relative position of the distant RF source

were presented.

The novel tag-to-tag communication technique envisions 

many potential applications in IoT due to its low-cost and low 
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power consumption, avoiding high-cost RFID readers but only 

external or even ambient RF field, and the ease of being 

attached to objects or integrated to mobile phones, wearable 

devices, identification cards, etc. The positioning of the tags in 

real time will be of critical importance among all the 

application scenarios. There have been an extensive study of 

localization and tracking problem based on RFID system in 

the past decade -from traditional Reader-Tags system, Reader-

Semi-tags system, to the novel tag-to-tag system. In the study 

[16], the problem of real-time self-tracking of tagged objects 

in a tag-to-tag backscattered communication system was 

formulated and the tracking algorithms with relatively low 

computational complexity while still exhibiting high accuracy 

was proposed. The tracking performance and the 

computational complexity of three methods -Association, KF, 

and PF were analyzed with computer simulations. In the study 

[17], a technique for Doppler shift measurements by passive 

tags based on multiphase backscattering was proposed. The 

method infers information about changing distance between 

two communicating tags.  

The modeling problem of RFID signals has been studied by 

various research groups. In the study [18], a probabilistic 

RFID model was obtained in a semi-autonomous fashion with 

a mobile robot. A method for bootstrapping the sensor model 

in a fully unsupervised manner was presented [19]. In the 

study [20] for modeling the RFID system, fuzzy set theory was 

exploited instead of probabilistic approaches. A general 

framework for indoor tracking of tagged objects was proposed 

[21] with traditional reader-tag UHF RFID systems, where the 

observation signals are binary information indicating whether 

a tag is present within a predefined area. The probability of 

detection of a tag within a range was modeled as a function of 

both the distance and the angle of the tag with respect to an 

antenna of the reader. This model also included the variability 

of the probability of detection and the probability of a tag 

being in a dead-zone where the tag cannot be detected even if 

it is well within the range of a reader. Bayesian-based methods 

are proposed and investigated for tracking. It estimates the 

posterior distribution of the target state given the propagation 

distribution defined by the motion model and the likelihood 

function defined by the observation model [22, 23]. This 

framework can also be employed for tracking in the novel tag-

to-tag communication systems with a feasible observation 

model. In this paper, our focus is on the development of an 

observation model for the tag-to-tag backscattering system 

that can fit in the framework. We propose the log-power 

difference as observations for localization and tracking 

problems. We derive the likelihood function of the log-power 

difference by a semi-numerical semi-analytical approach. We 

further estimate the distance between the two tags using 

maximum likelihood principle based on our proposed 

observation model. The results demonstrate the advantages of 

the modified method with multiphase backscattering where it 

shows a significantly improved estimation accuracy with more 

phases.  

The remaining of the paper is organized as follows. The 

mathematical formulation of the problem is presented in 

Section 2. The analytically tractable observation model is 

described in Section 3, and simulation results that demonstrate 

the estimation performance of the model are presented. The 

paper concludes with some final remarks in Section 4.  

 

 

2. PROBLEM FORMULATION 
 

In the study [12], a passive backscattering tag-to-tag system 

was proposed where all tags can backscatter the CW signal and 

receive backscattered signals from other tags. Figure 1 shows 

a two-tag system in which the exciter broadcasts the CW 

signal so that both Tag 1 and Tag 2 can receive this signal; Tag 

1 backscatters this signal and modulates it by varying its 

impedance between two states to convey the messages. In 

other words, the two tags can communicate with each other by 

backscattering and modulating the CW signal that is 

broadcasted by an external RF exciter. 𝑑1, 𝑑2 and 𝑑3 represent 

the distance between the Excitor and Tag 1, the distance 

between the Excitor and Tag 2, and the distance between the 

two tags, respectively. The objective is to model the received 

power for Tag 2 as a function of 𝑑𝑖 where i=1, 2, 3.  
 

 
 

Figure 1. The Tag-to-Tag communication system 

 

Both ASK (Amplitude Shift Keying) and PSK (Phase Shift 

Keying) modulations were addressed [12]. In this paper, we 

focus on the case with ASK modulations where the tag alters 

the amplitude of the reflected signal in two states. The signal 

it receives is given by ϕ(t)=m(t)∙c(t) where m(t) is the binary 

sequence and c(t) is the carrier signal. 

 
2.1 The total signal received by Tag 2 in ideal case 

 

The total signal received by Tag 2 is a superposition of the 

backscattered signal from Tag 1 and the CW signal at Tag 2:  
 

𝑠(𝑡) = 𝐴𝐸2cos(2𝜋𝑓𝑡) + 𝐴𝑇1𝑇2cos(2𝜋𝑓𝑡 + 𝜃) (1) 

 

where, 𝐴𝐸2  is the amplitude of the received signal by Tag 2 

from the Excitor, 𝐴𝑇1𝑇2 is the amplitude of the backscattered 

signal from Tag 1 to Tag 2, and θ is the phase difference 

between the CW signal and the Tag 1 backscattered signal at 

the Tag 2 antenna.  

 

𝜃 =
2𝜋𝑓(𝑑1 + 𝑑3 − 𝑑2)

𝑐
+ �̃� =

2𝜋𝑓Δ𝑑

𝑐
+ �̃�, (2) 

 

where, Δ𝑑 = 𝑑1 + 𝑑3 − 𝑑2  and �̃�  is determined by the 

hardware and can be adjusted. Note that 𝑑2 can be found from 

𝑑1, 𝑑3, and the angle using the cosine rule. Without loss of 

generality, we assume a straight triangle in the deployment. 

Figures 2 and 3 show the signals at 𝑑1 = 8𝑚 and 𝑑3 = 0.5𝑚 

with a CW signal of frequency f=915MHz.  
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Figure 2. The signals at d1 = 8m and d3 = 0.5m 

 

 
 

Figure 3. The total signal received at Tag 2 at d1 = 8m and d3 

= 0.5m 

 

From (1), we have 𝑠(𝑡) = 𝐴𝐸2cos(2𝜋𝑓𝑡) +

𝐴𝑇1𝑇2cos(2𝜋𝑓𝑡)cos(𝜃) − 𝐴𝑇1𝑇2sin(2𝜋𝑓𝑡)sin(𝜃), and 

therefore the amplitudes of s(t):  

 

𝐴𝑇2 = √(𝐴𝐸2 + 𝐴𝑇1𝑇2cos𝜃)
2 + (𝐴𝑇1𝑇2sin𝜃)

2

= √𝐴𝐸2
2 + 2𝐴𝐸2𝐴𝑇1𝑇2cos𝜃 + 𝐴𝑇1𝑇2

2 

 

The amplitudes of s(t) in two states for ASK (Note that in 

the ASK case, 𝜃(1) = 𝜃(2) = 𝜃.): 

 

𝐴𝑇2
(1)
= √𝐴𝐸2

2 + 2𝐴𝐸2𝐴𝑇1𝑇2
(1)

cos𝜃(1) + 𝐴𝑇1𝑇2
(1) 2

, (3) 

 

𝐴𝑇2
(2)
= √𝐴𝐸2

2 + 2𝐴𝐸2𝐴𝑇1𝑇2
(2)

cos𝜃(2) + 𝐴𝑇1𝑇2
(2) 2

, (4) 

 
and the power of s(t) in two states: 
 

𝑃𝑇2
(1)
= 𝑃𝐸2 + 2√𝑃𝐸2𝑃𝑇1𝑇2

(1)
⋅ cos𝜃(1) + 𝑃𝑇1𝑇2

(1)  

𝑃𝑇2
(2)
= 𝑃𝐸2 + 2√𝑃𝐸2𝑃𝑇1𝑇2

(2)
⋅ cos𝜃(2) + 𝑃𝑇1𝑇2

(2)
, 

(5) 

 

where, 𝑃𝐸2 is the power received by Tag 2 from the Excitor, 

𝑃𝑇1𝑇2
(1)

 and 𝑃𝑇1𝑇2
(2)

 are the power of the backscattered signal from 

Tag 1 to Tag 2 antenna in two states. 
The power difference Δ𝑃:  

 

Δ𝑃 = 𝑃𝑇2
(1)
− 𝑃𝑇2

(2)
= 2√𝑃𝐸2 (√𝑃𝑇1𝑇2

(1)
cos𝜃(1)

−√𝑃𝑇1𝑇2
(2)
cos𝜃(2))

+ (𝑃𝑇1𝑇2
(1)

− 𝑃𝑇1𝑇2
(2)
). 

(6) 

 

The dB-power difference Δ𝑃(𝑑𝐵)  is defined to the 

difference between the 𝑃𝑇2
(1)
(𝑑𝐵) and 𝑃𝑇2

(2)
(𝑑𝐵) as shown in 

(7): 
 

Δ𝑃(𝑑𝐵) = 𝑃𝑇2
(1)
(𝑑𝐵) − 𝑃𝑇2

(2)
(𝑑𝐵) 

= 10log10 (𝑃𝐸2 + 2√𝑃𝐸2𝑃𝑇1𝑇2
(1)

⋅ cos𝜃(1) + 𝑃𝑇1𝑇2
(1)
) 

− 10log10 (𝑃𝐸2 + 2√𝑃𝐸2𝑃𝑇1𝑇2
(2)

⋅ cos𝜃(2) + 𝑃𝑇1𝑇2
(2)
). 

(7) 

 

Phase cancellation occurs at 𝐴𝑇2
(1)
= 𝐴𝑇2

(2)
 or 𝑃𝑇2

(1)
= 𝑃𝑇2

(2)
, 

where Tag 2 cannot detect and demodulate the signal sent from 

Tag 1. In order to mitigate the effect of the phase cancellation, 

a multiphase backscattering mechanism was proposed in the 

study [12] in which the tags uses different phases �̃� so that it 

creates diverse phase differences between the excitation signal 

and backscatter signal at Tag 2, resulting in different received 

power values and the higher one can be detected. Take a two-

phase backscattering approach as an example. The tag will 

backscatter the same piece of information in two successive 

intervals with a phase difference implemented by different 

impedences of the tag antenna. 

 

2.2 Log-normal propagation model 

 

The expected received power is known as: 

 

𝔼[𝑃𝑅] = 𝑃𝑇𝐺𝑇𝐺𝑅(
𝜆

4𝜋𝑑
)2 

 
by Friis equation [24]. The effect of shadowing is typically 

characterized by using the log-normal distribution and 

therefore the received power 𝑃𝑅 follows [25]: 

 

𝑃𝑅(𝑑𝐵) = 10log10𝑃𝑅 ∼ 𝑁(𝐶0 − 20log10𝑑, 𝜎
2), (8) 

 

where, 𝐶0 = 10log10
𝑃𝑇𝐺𝑇𝐺𝑅𝜆

2

(4𝜋)2
, d is the distance between the 

transmitter and the receiver, 𝜎 is the standard deviation of the 

corresponding normal distribution. We have: 

 

𝑓(𝑃𝑅) =
10log10𝑒

𝑃𝑅𝜎√2𝜋
⋅ 𝑒

−
(10log10𝑃𝑅−(𝐶0−20log10𝑑))

2

2𝜎2  

 

2.3 The power received by Tags from the Excitor: 𝑷𝑬𝟏 , 𝑷𝑬𝟐  

 

The power received by Tag 2 from the Excitor 𝑃𝐸2 follows 

Eq. (8): 
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𝑃𝐸2(𝑑𝐵) ≜ 10log10𝑃𝐸2 ∼ 𝑁(𝜇𝐸2 , 𝜎
2) (9) 

 

That is, 𝑃𝐸2(𝑑𝐵) = 𝜇𝐸2 + 𝑋𝜎 , where 𝜇𝐸2 = 𝐶0 −

20log10𝑑2 and 𝑋𝜎 ∼ 𝑁(0, 𝜎
2). Therefore,  

 

log10𝑑2 ∼ 𝑁(
𝐶0 − 𝑃𝐸2(𝑑𝐵)

20
,
1

202
𝜎2) (10) 

 

Similarly, the power received by Tag 1 from the Excitor 𝑃𝐸1 

follows: 
 

𝑃𝐸1(𝑑𝐵) ≜ 10log10𝑃𝐸1 ∼ 𝑁(𝜇𝐸1 , 𝜎
2) (11) 

 

That is, 𝑃𝐸1(𝑑𝐵) = 𝜇𝐸1 + 𝑋𝜎 , where 𝜇𝐸1 = 𝐶0 −

20log10𝑑1 and 𝑋𝜎 ∼ 𝑁(0, 𝜎
2). 

 

2.4 The power of the backscattered signal from Tag 1 to 

Tag 2: 𝑃𝑇1𝑇2 

 

The expected power of the backscattered signal from Tag 1 

to Tag 2: 𝔼[𝑃𝑇1𝑇2] =
𝑘1𝑃𝐸1⋅𝐺𝑇𝐺𝑅𝜆

2

(4𝜋)2𝑑3
2 = 𝑘1

𝑃𝑇𝐺𝑇𝐺𝑅𝜆
2

(4𝜋)2𝑑1
2 ⋅

𝐺𝑇𝐺𝑅𝜆
2

(4𝜋)2𝑑3
2. The 

power 𝑃𝑇1𝑇2 is assumed to follow the log-normal distribution: 

𝑃𝑇1𝑇2(𝑑𝐵) = 𝜇𝑇1𝑇2′ + 𝑋𝜎𝑇1𝑇2 ′, where 𝑋′𝜎𝑇1𝑇2 ∼ 𝑁(0, 𝜎𝑇1𝑇2′
2) 

and 𝜇𝑇1𝑇2′ = 10log10𝑘1 + 10log10𝑃𝐸1 + 𝐶0 − 20log10𝑑3 . 

We obtained from the previous subsection that 10log10𝑃𝐸1 =

𝜇𝐸1 + 𝑋𝜎 = 𝐶0 − 20log10𝑑1 + 𝑋𝜎.  

Therefore, 

 
𝜇𝑇1𝑇2′ = 10log10𝑘1 + 𝐶0 − 20log10𝑑1 + 𝑋𝜎 + 𝐶0

− 20log10𝑑3 ⇒ 𝑃𝑇1𝑇2(𝑑𝐵)
(1)

= 10log10𝑘1 + 𝐶0 − 20log10𝑑1
+ 𝐶0 − 20log10𝑑3 + 𝑋𝜎 + 𝑋′𝜎𝑇1𝑇2
⇒ 𝑃𝑇1𝑇2(𝑑𝐵)

(1)

∼ 𝑁(10log10𝑘1 + 2𝐶0
− 20log10𝑑1 − 20log10𝑑3, 𝜎

2

+ 𝜎𝑇1𝑇2′
2) 

(12) 

 
Then we have: 

 

𝑃𝑇1𝑇2
(1)
(𝑑𝐵) ∼ 𝑁(𝜇𝑇1𝑇2

(1)
, 𝜎𝑇1𝑇2

2) (13) 

 

where, 𝜇𝑇1𝑇2
(1)

= 10log10𝑘1 + 2𝐶0 − 20log10𝑑1 − 20log10𝑑3 

and 𝜎𝑇1𝑇2
2 = 𝜎2 + 𝜎𝑇1𝑇2′

2. 
Similarly, we obtain the power in state 2:  

 

𝑃𝑇1𝑇2
(2)
(𝑑𝐵) ∼ 𝑁(𝜇𝑇1𝑇2

(2)
, 𝜎𝑇1𝑇2

2) (14) 

 

where, 𝜇𝑇1𝑇2
(2)

= 10log10𝑘2 + 2𝐶0 − 20log10𝑑1 − 20log10𝑑3 

and 𝜎𝑇1𝑇2
2 = 𝜎2 + 𝜎𝑇1𝑇2′

2. 
 

 

3. MODELING AND ANALYSIS 

 

3.1 The likelihood function 

 

Figure 4 shows the relationship among all the variables 

where the squares represent the observable variable and the 

circles represent the hidden variables. Let 𝑦 ≜ Δ𝑃(𝑑𝐵) . 

Because it is complicated to find an analytical solution for the 

modeling of the likelihood function 𝑓(𝑦|𝑑3), this section aims 

at deriving an analytically tractable observation model for the 

later use in localization and tracking problems. 

Suppose the modified method introduced in section 2 is 

applied using N different phases with equal interval within 2π. 

Let γ=2cosθ, where θ is the phase difference in Eq. (2). Several 

assumptions are made as follows in this section.  

 

Assumption 1: On-off switching case (OOK).  

Assumption 2: We applied 4 different phases with interval 
𝜋

2
 

for the modified method.  

Assumption 3: γ is a constant. 

 

Lemma 1 Under Assumption 1, 𝑃𝑇2
(2)
= 𝑃𝐸2.  

Proof: In the case of OOK, 𝑃𝑇1𝑇2
(2)

= 0  in state 2 and hence 

𝑃𝑇2
(2)
= 𝑃𝐸2 from Eq. (5).  

 

Lemma 2 Under Assumption 2, √2 ≤ 𝑚𝑎𝑥{𝛾} ≤ 2.  
Proof: Two examples are shown in Figure 5 in the case of four 

phase differences 𝜃 ∈ {𝜃0, 𝜃0 + 𝜋/2, 𝜃0 + 𝜋, 𝜃0 + 3𝜋/2}. Let 

𝛾′ = max{2cos𝜃} = max{2cos𝜃0, 2cos(𝜃0 + 𝜋/
2), 2cos(𝜃0 + 𝜋), 2cos(𝜃0 + 3𝜋/2)} =
max{2cos𝜃0, −2sin𝜃0, −2cos𝜃0, 2sin𝜃0} =
max{2|cos𝜃0|,2|sin𝜃0|} as shown in Figure 6. It can be shown 

that the minimum value of 𝛾′ is 
√2

2
 when 𝜃 = ±

𝜋

4
+ 2𝑘𝜋 and 

the maximum value is 1 when θ=2kπ or θ=π/2+2kπ. 

 

Lemma 3 When N→+∞, γ achieves its maximum value and 

max{γ}=2.  
Proof: �̃� = {𝜃0, 𝜃0 + Δ𝜃1, 𝜃0 + Δ𝜃2, ⋯ , 𝜃0 + Δ𝜃𝑁} . It is 

obvious that when N→+∞, �̃� is guaranteed to reach 2π and 

therefore max{𝛾} = 2max{cos�̃�} = 2cos(2𝜋) = 2. 
 

Lemma 4 When N→+∞, the maximum power difference is 

obtained.  
Proof: With Assumption 2 and Lemma 2, 𝑁 → +∞ ⇒

max{𝛾} . From Eq. (5), max{𝛾}  ⇒  max{𝑃𝑇2
(1)
} . With 

Assumption 1 and Eq. (6) we have Δ𝑃 = 𝑃𝑇2
(1)
− 𝑃𝐸2  and hence 

max{𝑃𝑇2
(1)
}  ⇒  max{Δ𝑃} . Therefore, the maximum power 

difference Δ𝑃 is obtained. Recall that Phase cancellation was 

defined to be when Δ𝑃 = 0 and it occurs when the tag is unable 

to distinguish between the signals under the two states. Lemma 

4 provides a theoretical basis for the multiphase backcattering 

approach to address the Phase cancellation problem because 

the larger the power difference Δ𝑃, the easier for the tag to 

distiguish between the two states.  

From Eq. (5), we have𝑃𝑇2
(1)
= 𝑃𝐸2 + 𝛾√𝑃𝐸2𝑃𝑇1𝑇2 + 𝑃𝑇1𝑇2 =

𝑃𝐸2(1 + 𝛾√
𝑃𝑇1𝑇2

𝑃𝐸2
+

𝑃𝑇1𝑇2

𝑃𝐸2
)  = 𝑃𝐸2(1 + 𝛾𝑃𝑥 + 𝑃𝑥

2), 

where, 𝑃𝑥 ≜ √
𝑃𝑇1𝑇2

𝑃𝐸2
 and 𝑃𝑥 ≪ 1, then: 

 

10log10𝑃𝑇2
(1)
= 10log10𝑃𝐸2 + 10log10(1 + 𝛾𝑃𝑥

+ 𝑃𝑥
2), 

(15) 

 
where, log10(1 + 𝛾𝑃𝑥 + 𝑃𝑥

2) ≈ log10(1 + 𝛾𝑃𝑥) ≈ 𝛾𝑃𝑥/ln10. 
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Therefore 𝑃𝑇2(𝑑𝐵)
(1) = 𝑃𝐸2(𝑑𝐵) + 10𝛾𝑃𝑥/ln10. From Eq. 

(7), Δ𝑃(𝑑𝐵) = 𝑃𝑇2(𝑑𝐵)
(1) − 𝑃𝑇2(𝑑𝐵)

(2) = 𝑃𝑇2(𝑑𝐵)
(1) −

𝑃𝐸2(𝑑𝐵)  due to Lemma 1. We obtain that Δ𝑃(𝑑𝐵) =

10𝛾𝑃𝑥/ln10.  

Let Ψ ≜ 10log10Δ𝑃(𝑑𝐵) and we have,  

 

Ψ = 10log10 (
10𝛾𝑃𝑥
ln10

) = 10log10 (
10𝛾

ln10
) + 𝑃𝑥(𝑑𝐵), (16) 

 

where, 𝑃𝑥(𝑑𝐵) = 10log10√
𝑃𝑇1𝑇2

𝑃𝐸2
=

𝑃𝑇1𝑇2(𝑑𝐵)−𝑃𝐸2(𝑑𝐵)

2
. 

We already have 𝑃𝑇1𝑇2(𝑑𝐵) ∼ 𝑁(𝜇𝑇1𝑇2, 𝜎𝑇1𝑇2
2)  and 

𝑃𝐸2(𝑑𝐵) ∼ 𝑁(𝜇𝐸2 , 𝜎
2).  

𝑃𝑥(𝑑𝐵) =
(𝜇𝑇1𝑇2 + 𝑋𝜎𝑇1𝑇2) − (𝜇𝐸2 + 𝑋𝜎)

2

=
𝜇𝑇1𝑇2 − 𝜇𝐸2 + 𝑋𝜎𝑇1𝑇2 − 𝑋𝜎

2
 

 

𝑋𝜎𝑇1𝑇2  and 𝑋𝜎  are assumed to be independent. Given 𝑑𝑖 , 

where i=1,2,3, We have: 

 

Ψ ∼ 𝑁(𝜇3, 𝜎3
2), (17) 

 

where, 𝜇3 = 10log10(10𝑦/ln10) +
𝜇𝑇1𝑇2−𝜇𝐸2

2
=

10log10 (
10

ln10
) + 10log10𝛾 +

(10log10𝑘1+2𝐶0−20log10𝑑1−20log10𝑑3)−(𝐶0−20log10𝑑2)

2
=

10log10(10/ln10) + 10log10𝛾 +
10log10𝑘1+𝐶0−20log10𝑑1−20log10𝑑3+20log10𝑑2

2
= 𝑐0 + 10log10𝛾 +

10log10𝑘1+𝐶0−20log10𝑑1−20log10𝑑3+20log10𝑑2

2
and 𝜎3 =

𝜎𝑇1𝑇2
2 +𝜎2

4
, 

where, 𝑐0 = 10log10(10/ln10) is a constant. 
Therefore, the likelihood function is: 

 

𝑓(𝑦|𝑑𝑖) =
1𝑜𝑔10𝑒

𝑦√2𝜋𝜎3
⋅ 𝑒

−
(𝑦−

𝜇3
10
)2

2(
𝜎3
10
)2

 

 

 
 

Figure 4. The relationship 

 

 
 

Figure 5. Two examples of four phases with a 
𝜋

2
 interval in 

one period, the magenta dashed lines represent the values 

cos(θ) of the four phases 

 
 

Figure 6. The blue and the cyan lines show the curves of 

2|𝑐𝑜𝑠 (𝜃)| and 2|𝑠𝑖𝑛 (𝜃)|, respectively, the dashed red line 

shows the curve of 𝛾 = 𝑚𝑎𝑥 {2|𝑐𝑜𝑠 (𝜃)|, 2|𝑠𝑖𝑛 (𝜃)|} 
 

3.2 Simulation and analysis  

 

3.2.1 With γ known 

In this subsection we simulated the case when γ is assumed 

to be fixed and known both in the cases of γ=2 and 𝛾 =
max{2cos𝜃𝑖, 𝑖 = 1,2,3,4}, where 𝜃𝑖 is 𝑖-th phase in a 4-phase 

backscattering mechanism. We denote this model as the Fixed-

γ Model (FIM). 
The simulation results are shown with 𝑑3 = 1.5𝑚 in Figure 

7 assuming γ=2. The means from numerical data and from our 

proposed FIM model are -5.0971 and -4.8205 respectively. 

The variance from both cases are 0.0292 and 0.0300. One 

reason of the deviation of the FIM modeling is due to the 

assumption of γ=2. By Lemma 3, γ=2 when N→∞, however, 

we only applied four different �̃� . The mismatch occurs 

between the assumption γ=2 and the fact N=4. Figure 8 shows 

the results of the FIM model with 𝛾  being assumed to be 

exactly known. The mean and the variance are -5.0573 and 

0.0300, respectively. 

 

 
 

Figure 7. The pdf and cdf of ψ assuming γ=2 
 

 
 

Figure 8. The pdf and cdf of ψ assuming 𝛾 =
𝑚𝑎𝑥{2 𝑐𝑜𝑠(𝜃𝑖) , 𝑖 = 1, 2, 3, 4} can be obtained 

 

3.2.2 With γ unknown 

In the previous subsection, 𝛾 is assumed to fixed and known. 

Now we release this assumption and propose a random 
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variable γ=2cosθ with θ∼Unif(0,π/4). From Eq. (17), Ψ ∼
𝑁(𝜇3, 𝜎3

2)  where 𝜇3 = 𝑐0 + 10log10𝛾 + 𝜇0 , where 𝜇0 =
𝜇𝑇1𝑇2−𝜇𝐸2

2
, our objective is to find the distribution of 𝑧 =

10log10𝛾.  

 
𝜃 ∼ 𝑈𝑛𝑖𝑓(0, 𝜋/4), 𝛾 = 2cos𝜃 

 

𝑓Θ(𝜃) = {

4

𝜋
, 0 ≤ 𝜃 ≤

𝜋

4
0, 𝑜. 𝑤.

 

 

𝜃 = arccos
𝛾

2
, 𝑔′(𝜃) = −2sin𝜃 = −√4 − 𝛾2 ⇒ 𝑓Γ(𝛾)

=
𝑓Θ(𝜃)

|𝑔′(𝜃)|
=

4

𝜋√4 − 𝛾2
 when √2 ≤ 𝛾 ≤ 2

⇒ 𝑓Γ(𝛾) = {

4

𝜋√4 − 𝛾2
, √2 ≤ 𝛾 ≤ 2

0, 𝑜. 𝑤.

 

 

Let 𝑧 = 10log10𝛾 ⇒ 𝛾 = 10
𝑧

10, 𝑔′(𝛾) =
10

𝛾ln10
=

10

10
𝑧
10ln10

, 

 

⇒ 𝑓𝑍(𝑧) =

{
 
 

 
 4(ln10)10

𝑧
10

𝜋√4 − 10
𝑧
5

10
, 5log102 ≤ 𝛾 ≤ 20log102

0, 𝑜. 𝑤.

 

⇒ 𝑓𝑍(𝑧)

=

{
 

 
2(ln10)

5𝜋√4 ⋅ 10−
𝑧
10 − 1

, 5log102 ≤ 𝛾 ≤ 20log102

0, 𝑜. 𝑤.

 

(18) 

 
We have: 

 

𝑓(Ψ|𝑧, 𝑑𝑖) =
1

√2𝜋𝜎3
⋅ 𝑒

−
(Ψ−(𝑐0+𝑧+𝜇0))

2

2𝜎3
2

 

𝑓(Ψ|𝑑𝑖) = ∫
𝑍

𝑓(Ψ|𝑧, 𝑑𝑖)𝑓𝑍(𝑧)𝑑𝑧 

(19) 

 

= ∫
20log102

5log102

1

√2𝜋𝜎3

⋅ 𝑒
−
(Ψ−(𝑐0+𝑧+𝜇0))

2

2𝜎3
2 2(ln10)

5𝜋√4 ⋅ 10−
𝑧
10 − 1

𝑑𝑧

= ∫
20log102

5log102

2(ln10)

5√2𝜋3𝜎3
⋅ 𝑒

−
(Ψ−(𝑐0+𝑧+𝜇0))

2

2𝜎3
2

⋅
1

√4 ⋅ 10−
𝑧
10 − 1

𝑑𝑧 

(20) 

 
Figures 9 and 10 show the likelihood function 𝑓(𝑦|𝑑3) with 

original one-phase method and the modified four-phase 

method. Table 1 shows the likelihood values when 𝑑3 = 0.5𝑚 

and the estimation results of 𝑑3  using maximum likelihood 

method [26]. We can see that the modified method with four 

phases performs much better than the original method 

especially in the cases of large variance σ. For example, with 

σ=[4, 1], the estimated distance value of 𝑑3 (when 𝑑3 was set 

to be 0.5 m) using one-phase method is 0.05 m and that using 

four-phase method is 0.36 m. 

 

 
 

Figure 9. The likelihood function of the log-power difference 

𝛥P(dB) with different low noise variances with the two 

methods 

 

 
 

Figure 10. The likelihood function of the log-power 

difference ΔP(dB) with different high noise variances with 

the two methods 
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Table 1. The estimation performance where d̃3 is the 

estimated distance between Tag1 and Tag2 

 

Variable Method 
σ 

[0.1,0.1] [0.5,0.5] [1, 1] [2, 1] [3, 1] [4, 1] 

𝑑3̃ 

One-

phase 
0.54 0.49 0.41 0.37 0.25 0.05 

Four-

phase 
0.53 0.48 0.47 0.41 0.36 0.36 

 

 

4. CONCLUSION 

 

This study shows that the log-power difference can be 

utilized as observations for the localization and tracking 

problems. We also shows the numerical results of the 

likelihood function of the log-power difference, and estimate 

the distance between the two tags using maximum likehood 

estimation based on our proposed observation model. The 

results demonstrate the advantages of the modified method 

with multiphase backscattering where it shows a significantly 

improved estimation accuracy with more phases. We further 

extend the analysis to an infinite number of phases in spite of 

the hardware limitation. The presented work is a first basis to 

the localization and tracking problems in passive tag-to-tag 

communication systems where a realistic observation model is 

essential. Our future work includes to generalize the model for 

an arbitrary number of phases, extend it to the case with other 

modulations, and to employ this model to address a practical 

localization and tracking problem. 
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NOMENCLATURE 

 

𝐴𝐸2  the amplitude of the received signal by Tag 2 from 

the Excitor 

𝐴𝑇2
(𝑖)

 the amplitude of the total received signal by Tag 2 

in state i (i ∈{1, 2}) 

𝐴𝑇1𝑇2
(𝑖)

 the amplitude of the backscattered signal from Tag 

1 to Tag 2 in state i 

𝑑1 distance between the Excitor and Tag 1 

𝑑2 distance between the Excitor and Tag 2 

𝑑3 distance between Tag 1 and Tag 2 

𝑘1 the K factor (The K factor is the ratio of the 

backscattered power and the maximum absorbed 

power delivered to the matched load) 
 
in state 1 

𝑘2 the K factor in state 2 

𝑃𝐸1 the power received by Tag 1 from the Excitor 

𝑃𝐸2 the power received by Tag 2 from the Excitor 

𝑃𝑇2
(𝑖)

 the total power received by Tag 2 in state i 

𝑃𝑇1𝑇2
(𝑖)

 the power of the backscattered signal from Tag 1 

to Tag 2 in state i 

Δ𝑃 the received power difference between the two 

states 

𝜃(𝑖) the phase difference in state i 

�̃� the adjustable phase 

λ the wavelength 
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