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The established assessment of post-harvest attributes, such as the age of harvesting day, 

requires destructive sampling that the availability of fruit of trees can often limit and is 

expensive. In contrast, non-destructive post-harvest attribute assessment utilizing the 

NIR data spectrum is fast and reliable, especially for mango. However, NIR spectral 

data frequently produce non-linearity with the reference dataset used. Therefore, this 

study conducted research on using NIR spectral data to classify the harvesting age of 

mango fruits using machine learning algorithms. A total of five supervised machine 

learning algorithms were explored to generate the classification model, including 

gradient boost (GB), k-nearest neighbor (k-NN), decision tree (DT), random forest 

(RF), and linear discriminant analysis (LDA). In this study, 237 NIR spectral data from 

mango fruits with Arumanis cultivars from orchard sites in the Garut district, West Java 

Province (Indonesia) were measured to determine the appropriate harvest time using 

NIR spectra 1000 to 2500 nm. The data sets were randomly divided into training and 

testing datasets, 80% and 20%, respectively. Hyperparameter optimization was 

performed using the GridSearchCV function from scikit-learn by observing the 

evaluation of the confusion matrix. Generally, all machine learning algorithms can 

show performance in classifying the harvest age of mango fruit based on NIR spectra 

data. Based on the accuracy evaluation matrix, the best machine learning algorithm 

arranged to classify the age of mango fruit harvest is DT>GB>LDA>RF>k-NN. Finally, 

predictions generated using the DT algorithm from more established machine learning 

algorithms as a training and testing set consistently yielded higher prediction accuracy 

in classification models. This study provides a framework for understanding the 

feasibility of machine learning algorithms on NIR data spectral to the accuracy of 

classification prediction of the harvesting age of mango. In addition, this study presents 

the importance of assessing the performance of the classification model using confusion 

metrics.  
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1. INTRODUCTION

The quality of the fruit, which includes textural attributes 

and flavor traits, is essential to determine the customer's 

preference for mango. From farmers to packing plants, the 

evaluation of post-harvest fruit quality typically considers 

some vital characteristics, such as firmness, soluble solid 

content, and titratable acidity. According to reports, firmness 

is a critical element that affects customer acceptability, with 

the concentration of soluble solids and titratable acidity 

enhancing the consumer experience. Therefore, the firmness 

of climacteric fruits has strongly correlated with their moisture 

content and post-storage soluble solid content and is generally 

recognized as a reliable measure of fruit quality [1-4]. 

Classical post-harvest characteristic measurements are 

time-consuming, challenging, and harmful. Fruit options for 

destructive sampling are often restricted in mango farms. 

Farmers struggle to collect uniformly mature fruit in addition 

to the specified amount of fruit [5]. Furthermore, little is 

known about selection-specific markers of maturity, which 

can result in very varied samples when paired with the regular 

within-canopy heterogeneity in maturity. 

As a nondestructive alternative, NIR spectroscopy offers a 

respectable level of precision for assessing internal properties. 

Due to its simple, trustworthy, and affordable examination of 

postharvest features, nondestructive NIR-based prediction has 

been widely used in various fruits and vegetables. The NIR 

spectrum has attracted great interest in recent years, combined 

with machine learning and deep learning for data analysis. It 

has been proven to be a reliable predictor of the quality 

characteristics of different fruit crops, such as apples, mangoes, 

and pears [6-9]. 

Chemometrics is needed to extract and deconvolute detailed 

physical and chemical data to associate destructive 

observations with nondestructive NIR spectra. Chemometric 

applications in NIR spectroscopy frequently use partial least-
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squares regression to calibrate and validate the identification 

of quantitative correlations between two sets of measurement 

data, destructively obtained trait information, and 

nondestructive NIR spectra [10-12]. A calibration set builds a 

regression model to attempt to explain the relationship 

between various datasets. The regression model is then used to 

forecast the values of the desired attribute in an external 

validation set, taking the place of the traditional approach. 

Partial least-squares regression (PLSR) is the most used 

method for NIR spectral analysis, since it is a linear 

multivariate analysis. However, because of the nonlinear 

connection between spectral data and the dependent variable, 

the accuracy of PLSR as a linear multivariate regression 

approach tends to decline. Therefore, nonlinear methods were 

introduced in the literature as better alternatives to partial least 

squares regression for spectroscopic analyses. Among those 

models, are based on machine learning, including artificial 

neural networks, support vector regression, random forests, 

gradient boost, recession tree, and k nearest neighbors have 

been shown to improve prediction performance [13-15]. 

Machine learning algorithms have recently attracted more 

and more interest in NIR spectral investigations. It offers 

several benefits, including resilience to noise, the ability to be 

used even when the predictor variables are more significant 

than the observations, the ability to suffer from modest 

overfitting, and the ability to assess the significance of each 

variable [16-18]. The machine learning technique can 

therefore manage non-linear and hierarchical behaviors when 

adding variability to the generic spectrum library for local 

sample prediction. Although few studies on the use of machine 

learning algorithms for the analyses of data spectra have been 

conducted, to our best knowledge, not much research and 

comparison of performance machine learning algorithm 

classification based on NIR spectra can be found in the 

literature. Some recent studies have investigated the feasibility 

of NIRS combined with machine learning to determine various 

quality attributes in fruits, as shown in Table 1. 
 

Table 1. Overview of NIR combined with machine learning 

to predict some quality attributes of fruits 
 

Attributes Fruits Ref. 

Total adicity Manggo [3] 

Maturity Manggo [19] 

Geographical origin Manggo [15] 

Flavonoid content Grapes [20] 

Internal qualities Newhall navel oranges [13] 

Rottenness Citrus fruits [14] 
 

To our knowledge, there are no reports on the application of 

NIR spectroscopy to classify the harvesting age of mangoes 

using a machine learning algorithm. Therefore, the 

overarching goal of this study was to evaluate the feasibility 

of several machine learning algorithms to generate a 

classification model from the spectral NIR data. The specific 

purpose of this study was to evaluate the performance 

classification accuracy of five machine learning algorithms for 

the prediction of the age of mango fruit harvesting based on 

spectral NIR data. 
 
 

2. MATERIAL AND METHOD 
 

2.1 Sampling and spectral data acquisition  
 

This study used four harvest age classes of Arumanis mango 

varieties, including 84, 91, 98, and 105 days after flowering 

(DAF). Mango fruit was obtained from an orchard in the Garut 

Regency, West Java (Indonesia). Spectral data were obtained 

by scanning using an NIRFlex N-500 spectrometer. The 

applied wavelength ranges from 1000 to 2500 nm with an 

interval of 0.4 nm. Measurements were carried out at room 

temperature (25℃). 
 

2.2 Analysis of data using machine learning 
 

A total of 5 machine learning algorithms were used to model 

the age classification of mangoes based on NIR spectral data. 

The five machine learning algorithms are gradient boost (GB), 

k-nearest neighbor (k-NN), decision tree (DT), random forest 

(RF), and linear discriminant analysis (LDA). All machine 

learning algorithm classifications ran in the Scikit-Learn 

Machine Learning Python library [21]. To evaluate the 

robustness model, we estimated the overall accuracy using 

80% of the data for training and 30% for testing, randomly 

selected from 238 data spectra. 

Due to its effectiveness, precision, and interpretability, 

gradient boosting (GB) is well known in machine learning. It 

has produced outstanding results in various machine learning 

applications, particularly multiclass classification [20]. 

However, it has not been widely applied in spectral data 

analysis, especially NIR. 

The k-nearest neighbor (k-NN) algorithm is a classification 

method to establish several classes in the data. The nearest 

neighbors or surrounding samples in the search area are used 

to categorize each new piece. A new model is assigned a 

classification based on the class to which most of its k closest 

neighbors belong. Additionally, a parameter k that can be 

changed determines the number of neighbors examined. The 

Euclidean distance, the most popular and utilized in this study, 

must therefore be established as a metric to measure the 

distance between two data points [22]. 

A simple method to describe choices and their possibilities 

based on a tree-like graph is the Decision Tree (DT) algorithm. 

The primary application of decision trees is in the issues of 

categorization and regression. The choice is a class label in 

classification cases. Building binary decision trees and 

representing them using decision trees are well-known 

machine learning concepts. This phrase can sometimes be a 

little misleading because it can refer to a specific tree-building 

technique or be used as a catch-all word for any binary tree 

model [23]. 

The random forest (RF) algorithm is a well-known and 

influential ensemble algorithm that uses the bagging idea to 

build base learners, while GB uses the boost idea. Although 

RF has shown to be a cutting-edge approach that allows for 

maximum accuracy, it is still not widely used. Only 4.5% of 

the 286 studies that used RF machine learning methods 

implemented it, according to a recent evaluation of 

categorization problems using NIR spectra [20, 24]. 

The linear discriminant analysis (LDA) method for 

supervised pattern recognition maximizes variance between 

and minimizes variation within categories by computing the 

matrix covariance center and considering each class's 

covariance. LDA enables the creation of the best classification 

rule by guiding to a type that was a priori allocated to each 

sample of fish fillets or patties. The model looked for paths 

with the best possible separation among categories to improve 

class separability [25]. 
 

2.3 Optimizing algorithm hyperparameters 
 

The GridSearchCV function was combined with a fit and 

205



 

score technique to produce the best results. In this approach, a 

model is initially fitted using a classifier using hyperparameter 

values on the training data (Table 2). After that, the mean 

absolute error is used to validate and grade the final model. 

The procedure is repeated with other combinations of 

hyperparameter values, enabling a thorough cross-validated 

search over a user-defined grid of classifier hyperparameters, 

with the optimal classifier hyperparameters providing the 

lowest error score. 
 

Table 2. Hyperparameters for optimatation of machine 

algorithms 
 

Algorithms Hyperparameter Tunning ranges 

GB 

Loss 
logloss, deviance, 

exponential 

n-estimators 1 – 10 

Sub-samples 0 – 1.0 

criterion 
Friedman mse, squared 

error, mse 

k-NN n-neighbors 1 – 50 

DT 
Min samples leaf 1 – 10 

Max leaf nodes 1 – 10 

RF 

Estimators 10 – 100 

Max depth 5 – 20 

Min weight fraction 

leaf 
0.1, 0.2, 0.3 

LDA Solver svd, lsqr, eigen 

 n-components 1 – 50 

 

 

3. RESULT AND DISCUSSION 
 

3.1 Gradient boosting algorithm for NIR spectral dataset 
 

The performance of the gradient boosting (GB) algorithm 

plotted in the confusion matrix is shown in Figure 1. Generally, 

the classification of mango fruit harvesting age based on NIR 

spectral data is almost evenly distributed to all classes using 

this algorithm. The GB algorithm can only correctly classify 

the mango fruit harvest age at 84 days after inflorescence or 

flowering (DAF) in the training and testing stages, with 27 

samples and 15 samples from a dataset, respectively. For the 

harvest age of mangoes at 91 DAF, the GB algorithm can only 

classify them correctly at the training and testing stages, as 

many as 45 samples and 9 samples from a dataset, respectively. 

Also, 41 samples (training) and 5 samples (testing) from the 

dataset can be classified correctly by the GB algorithm for the 

mango fruit harvest age class at 98 DAF. For the last class of 

105 DAF, the GB algorithm can only correctly classify it at the 

training stage as many as 36 samples and 6 samples were 

detected at the testing stage. 

The optimum performance of the GB algorithm for 

classifying the harvest age of mangoes based on the NIR 

spectral data of 1000-2500 nm can be completed by optimizing 

the hyperparameters. The optimization is accomplished using 

the GridSearchCV in Scikit-learn's model selection function. 

The results of hyperparameter optimization using the 

GridSearchCV function suggest using function to measure the 

quality of a split is MSE through loss function to be optimized 

is deviance. The number of boosting stages to perform is nine 

from default 100, with fraction of samples to be used for fitting 

the individual base learners is 0.6 from default 1.0. By 

optimizing these hyperparameters, the performance of the 

model is presented in Table 3. Specifically, it was found that 

the accuracy of using this algorithm at the training and testing 

stages was 79% and 73%, respectively. The performance of 

this algorithm is satisfactory for application practice compared 

to previous research, which found that GB can perform better 

than others for similar agricultural products [20, 26, 27]. 
 

 
Training 

 
Testing 

 

Figure 1. Confusion matrix of GB algorithm 
 

Table 3. Evaluation metrics of the GB algorithm 
 

Class 
Training Testing 

Pre Rec F1-S Acc Pre Rec F1-S Acc 

84 0.82 0.69 0.75 

0.79 

0.88 0.83 0.86 

0.73 
91 0.78 0.90 0.83 0.50 0.90 0.64 

98 0.77 0.82 0.80 0.83 0.50 0.62 

105 0.80 0.72 0.76 0.86 0.60 0.71 
 

3.2 K-nearest neighbor algorithm for NIR spectral dataset 
 

The performance of the k-nearest neighbor (k-NN) 

algorithm plotted in the confusion matrix is shown in Figure 2. 

The k-NN algorithm can correctly classify the mango fruit 

harvest age at 84 DAF in the training and testing stages, with 

28 samples and 5 samples from a dataset, respectively. For the 

harvest age of mangoes at 91 DAF, the k-NN algorithm can 

classify them correctly at the training and testing stages, as 

many as 34 samples and 7 samples from a dataset, respectively. 

Also, 15 samples (training) and 3 samples (testing) from the 

dataset can be classified correctly by the k-NN algorithm for 

the mango fruit harvest age class at 98 DAF. For the last class 

of 105 DAF, the k-NN algorithm can correctly classify it at the 

training stage as many as 24 samples, and 7 samples were 

detected at the testing stage. 
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Training 

 
Testing 

 

Figure 2. Confusion matrix of k-NN algorithm 

 

The optimal hyperparameter for the k-NN algorithm is 

achieved by determining the correct number of neighbors to 

suppress the classification model error as low as possible. 

GridSearchCV in Scikit-learn's model selection function can 

do that in python programming. The results show that the 

optimal number of neighbors (k) as a hyperparameter of the k-

NN algorithm is six. By optimizing these hyperparameters, the 

model's performance is depicted in Table 4. Precisely, it was 

found that the accuracy of using this algorithm at the training 

and testing stages was 53% and 46%, respectively. The 

performance of the k-NN algorithm is insufficient for 

application practice compared to the previously analyzed GB 

algorithm. Also, the model generated by k-NN algorithm tends 

to be overfitting which can be seen when testing with 

independent dataset testing, resulting in a sharp drop in 

accuracy. 

 

Table 4. Evaluation metrics of the k-NN algorithm 

 

Class 

Training Testing 

Pre Rec F1-S Acc Pre Rec F1-

S 

Acc 

84 0.47 0.64 0.54 

0.53 

0.31 0.38 0.34 

0.46 
91 0.59 0.71 0.64 0.47 0.58 0.52 

98 0.48 0.30 0.37 0.43 0.30 0.35 

105 0.60 0.51 0.55 0.70 0.54 0.61 

3.3 Decision tree algorithm for NIR spectral data 

 

The performance of the decision tree (DT) algorithm plotted 

in the confusion matrix is shown in Figure 3. The DT 

algorithm can correctly classify the mango fruit harvest age at 

84, 91, 98 and 105 DAF in the training and testing stages 

perfectly. From these results, there is no doubt that the DT 

algorithm can perfectly classify the harvesting age of mangoes 

based on the optical properties of NIR (1000-2500 nm). 

 

 
Training 

 
Testing 

 

Figure 3. Confusion matrix of DT algorithm 

 

The optimal hyperparameter for the DT algorithm is 

achieved by determining function to measure the quality of a 

split tipe and strategy used to choose the split at each node tipe 

to suppress the classification model error as low as possible. 

In python programming, it can be optimized using packages 

from Scikit-learn's via the GridSearchCV model function. The 

results demonstrate that the optimal function to measure the 

quality of a split type and strategy used to choose the split at 

each node are log_loss and randomly, respectively. By 

optimizing these hyperparameters, the model's performance is 

depicted in Table 5. Rigorously, it was found that the accuracy 

of using this algorithm at the training and testing stages was 

perfect to discriminate the harvest age of mangoes. The 

performance of the DT algorithm is the best for application 

practice compared to all analyzed algorithm in this study. In 

fact, there are not many research results that try to explore this 

algorithm, especially for NIR spectral data, except reported by 

Kucheryavskiy [23] for tecator and beer. 
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Table 5. Evaluation metrics of the DT algorithm 

 

Class 
Training Testing 

Pre Rec F1-S Acc Pre Rec F1-S Acc 

84 1.0 1.0 1.0 

1.0 

1.0 1.0 1.0 

1.0 
91 1.0 1.0 1.0 1.0 1.0 1.0 

98 1.0 1.0 1.0 1.0 1.0 1.0 

105 1.0 1.0 1.0 1.0 1.0 1.0 

 

3.4 Random forest algorithm for NIR spectral data 

 

The performance of the random forest algorithm (RF) 

plotted in the confusion matrix is shown in Figure 4. The RF 

algorithm can correctly classify the mango fruit harvest age at 

84 DAF in the training and testing stages, with 12 samples and 

5 samples from a dataset, respectively. For the harvest age of 

mangoes at 91 DAF, the RF algorithm can classify them 

correctly in the training and testing stages, up to 38 samples 

and 8 samples from a dataset, respectively. Also, 19 samples 

(training) and 5 samples (testing) from the dataset can be 

correctly classified by the RF algorithm for the mango fruit 

harvest age class at 98 DAF. For the last class of 105 DAF, the 

RF algorithm can correctly classify it in the training stage as 

many as 35 samples, and 7 samples were detected in the testing 

stage. 

 

 
Training 

 
Testing 

 

Figure 4. Confusion matrix of RF algorithm 

 

The optimal hyperparameter for the RF algorithm is 

achieved by determining a function to measure the quality of 

a split tipe and strategy used to choose the split at each node 

type. The package from scikit-learn's with the GridSearchCV 

function can be used for optimizing these hyperparameters. 

The results show that the optimal function to measure the 

quality of a split tipe and strategy used to choose the split at 

each node tip are log_loss and random. By optimizing these 

hyperparameters, the model's performance is depicted in Table 

6. Specifically, it was found that the precision of using this 

algorithm in the training and testing stages was 55% and 52%, 

respectively. The performance of the RF algorithm is better for 

application practice compared to the previously analyzed k-

NN algorithm. However, it still loses compared to the GB, DT, 

and LDA algorithm. However, the model generated by the RF 

algorithm tends to be more stable and avoids under- and over-

fitting which can be seen when testing with independent 

dataset testing compared to the LDA algorithm. In addition, 

the accuracy value of the RF algorithm is better than that of 

the k-NN algorithm. 

 
Table 6. Evaluation metrics of the RF algorithm 

 

Class 
Training Testing 

Pre Rec F1-S Acc Pre Rec F1-S Acc 

84 0.57 0.31 0.40 

0.55 

1.00 0.28 0.43 

0.52 
91 0.53 0.76 0.62 0.36 0.80 0.50 

98 0.56 0.38 0.45 0.62 0.50 0.56 

105 0.56 0.70 0.62 0.54 0.70 0.61 

 
3.5 Linear discriminant analysis algorithm for NIR 

spectral data 

 
The performance of the linear discriminant analysis (LDA) 

algorithm plotted in the confusion matrix is shown in Figure 5. 

The LDA algorithm can correctly classify the mango fruit 

harvest age at 84 DAF in the training and testing stages, with 

39 samples and 9 samples from a dataset, respectively. For the 

harvest age of mangoes at 91 DAF, the LDA algorithm can 

classify them correctly in the training and testing stages, as 

many as 49 samples and 8 samples from a dataset, respectively. 

Also, 49 samples (training) and 8 samples (testing) from the 

dataset can be correctly classified using the LDA algorithm for 

the mango fruit harvest age class at 98 DAF. For the last class 

of 105 DAF, the LDA algorithm can correctly classify it in the 

training stage as many as 50 samples, and 8 samples were 

detected in the testing stage. 

 

 
Training 
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Testing 

 

Figure 5. Confusion matrix of LDA algorithm 

 

The optimal hyperparameter for the RF algorithm is 

achieved by the number of components for dimensionality 

reduction is one where this parameter only affects the 

transform method. Solver by singular value decomposition 

(svd) because this solver is recommended for data with a large 

number of features. By optimizing these hyperparameters, the 

model performance is depicted in Table 7. Specifically, it was 

found that the accuracy of using this algorithm at the training 

and testing stages was 99% and 69%, respectively. The 

performance of the LDA algorithm is insufficient for 

application practice compared to the previously analyzed GB 

and DT algorithm in the training stages but not in the testing 

stages. Additionally, the model generated by the LDA 

algorithm tends to be overfitting, which can be seen when 

testing with independent dataset testing, resulting in a sharp 

drop in accuracy. 

 

Table 7. Evaluation metrics of the LDA algorithm 

 

Class 
Training Testing 

Pre Rec F1-S Acc Pre Rec F1-S Acc 

84 1.0 1.0 1.00 

0.99 

0.82 0.50 0.62 

0.69 
91 0.98 0.98 0.98 0.62 0.80 0.70 

98 0.98 0.98 0.98 0.50 0.80 0.62 

105 1.0 1.0 1.00 1.00 0.80 0.89 

 

3.6 Discussion 

 

Generally, the resume accuracy of the evaluation matrix of 

the machine learning algorithm used in the study is shown in 

Figure 6. It can be seen that the DT algorithm is the superior 

machine learning algorithm and k-NN is a machine learning 

algorithm that has not performed satisfactorily in classifying 

the harvesting age of mangoes based on NIR spectral data in 

the range of 1000 to 2500 nm. The advantages of the DT 

algorithm are easy to understand and interpret, as the final 

model is a tree-based representation and can handle both 

categorical and numerical data. But, behind that, there are 

drawbacks, namely, being prone to overfitting, especially with 

many features or a complex tree structure. Also can be biased 

towards features with many outcomes, leading to suboptimal 

results. However, this weakness can be overcome by repeated 

data-splitting tests. The benefits of kNN are that it is simple to 

understand and implement, can handle large feature spaces, 

and is helpful for non-linearly separable data. But the 

weaknesses are that it is computationally expensive during 

testing, sensitivity to irrelevant features and the scale of the 

data and can be affected by the curse of dimensionality. 

The GB, k-NN and DT algorithms are more consistent in 

achieving classification modeling in this study. This can be 

seen from the difference in accuracy at the training and testing 

stages of less than 10%. In contrast to the RF and LDA 

algorithms, the difference in accuracy between training and 

testing exceeds 10%. On the one hand, the LDA algorithm 

seems to perform well in the training phase. On the other hand, 

the LDA algorithm cannot confirm it when the resulting 

classification model is tested using an independent training 

data set. The benefits of the LDA algorithm are that it is 

computationally efficient, easy to implement, well-suited for 

high-dimensional data and multiclass problems, and handles 

irrelevant features well. Besides, the burden of LDA assumes 

a Gaussian distribution of the input data, which is prone to 

overfitting when the number of elements is much larger than 

the number of samples. The advantages of the GB algorithm 

are that it is flexible, can handle heterogeneous features, 

efficient in dealing with overfitting, and provides essential 

feature values. Also, the disadvantages of GB are that it 

requires careful tuning of hyperparameters, is sensitive to 

noisy data, is prone to overfitting when the number of trees is 

too large and is computationally expensive. 

 

 
 

Figure 6. Comparison performance accuracy of machine 

learning algorithm 

 

This study found that machine learning algorithms can be 

used in classification modeling based on NIR spectral data. 

Among the machine learning algorithms used in this study to 

classify the harvest age of mangoes are GB, k-NN, DT, RF, 

and LDA. However, from the point of view of accuracy 

performance, the algorithm can be arranged from the best to 

DT>GB>LDA>RF>k-NN. The results of this study suggest 

the use of the machine learning DT algorithm in practical 

application to perform an initial screening to classify the 

harvest age of mangoes. In addition, future work based on the 

results of this study is to conduct testing using unknown 

mango samples to re-test the robustness of the classification 

model generated from the DT algorithm before it can be 

applied in the field. 
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4. CONCLUSIONS 

 

This study highlighted the evaluation of five machine 

learning algorithms based on the NIR spectral for the 

classification of the harvesting age of mango. In general, 

testing to determine the classification harvest age of mango 

using a machine learning algorithm exhibited high prediction 

accuracy. Akurasi pada tahap training dari lima algorithm 

machine learning yang dipelajari dalam studi ini masing-

masing adalah 79% (GB), 53% (k-NN), 100% (DT), 55% 

(RF), dan 99% (LDA). Dari itu, susunan algorithm machine 

learning terbaik untuk menangani klasifikasi umur panen buah 

mangga adalah DT>GB>LDA>RF>k-NN. Our work provided 

an empirical framework and guidelines for applying machine 

learning algorithms in the classification of mango harvest age 

with satisfactory results. Furthermore, our study showed that 

the spectral analysis of NIR data followed by a machine 

learning process is a reliable, cheap and fast classification tool 

that can draw a complete classification of the harvest age of 

mango. The next step of this work will be to study the 

robustness of the classification model developed using 

unknown dataset samples from several mango plantations 

before deployment in a real field. 
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