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Many studies in ecology are interested in characterizing the ecological factors; determining 

the distribution of animal species. The classical approach consists in identifying the 

combination of ecological factors that allow reproducing observations of the presence and 

absence of the species of interest. The major difficulty lies in the imbalance between a 

considerable quantity of ecological factors to be tested and a relatively limited number of 

presence/absence observations. Selection of the most influential ecological features is a 

classical data pre-processing strategy that aims to overcome this imbalance and improve 

model performance. In this paper, we applied recursive feature elimination with cross-

validation (RFECV) approach on presence/absence mosquito data in Morocco; to select 

optimal subsets of ecological features, in order to improve the performance of the predictive 

models. This method demonstrated the best ability to improve the performance of the 

predictive models, and can be recommended as a modeling improvement technique for 

large datasets. 
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1. INTRODUCTION

Machine learning is a subdomain of research in artificial 

intelligence (AI) that is developing rapidly and on which most 

AI applications are based. It offers a wide variety of algorithms 

and tools that are capable of learning autonomously, 

improving the accuracy of models, and making predictions 

while acquiring knowledge from real data without human 

intervention [1]. Machine learning algorithms have become 

increasingly important tools for addressing a variety of 

questions related to ecology, biogeography, conservation 

biology, and the consequences of climate change. These tools 

are, for example, classically used in the predictive modeling of 

mosquito species distribution [2, 3]. 

Morocco, due to its geomorphology and climate, is a 

country with a high diversity of flora and fauna, which makes 

it a privileged region for mosquitoes. Modeling the 

distribution of mosquitoes in Morocco is important for several 

reasons [4, 5]: First, mosquitoes are important vectors of 

disease, and understanding their distribution, abundance, and 

behavior in different regions can help public health officials 

develop strategies to control and prevent the spread of 

mosquito-borne diseases. Second, the diversity of mosquito 

species in Morocco is relatively high, with 43 different species 

known in the country. Finally, climate change is affecting the 

distribution and abundance of mosquitoes in many parts of the 

world, and studying mosquitoes in Morocco can help 

researchers understand how these changes affect the 

distribution and behavior of mosquito populations in the 

region. 

The traditional approach, which is used in species 

distribution modeling, is to identify relationships between the 

known occurrence of a species (presence/absence) and 

ecological data (can be used meteorological data, 

topographical data, or vegetation characteristics). Then use 

these relationships to make predictions for unsampled areas of 

the study region. This approach has been used in several 

research studies to model mosquito distribution in several 

countries: 

In the Netherlands, two studies [2, 6] were realized in 2015: 

they concentrated on mosquito occurrence data and 24 

environmental features, including temperature features, 

vegetation index, infra-red index, precipitation features, 

population density, land cover, and digital elevation model. 

The modeling results showed the efficiency of the random 

forest model compared to two other models based on the 

results of sensitivity and specificity of these models, and the 

ten-best features of the best models were identified. 

In Senegal in 2018 [3], a study of the distribution of a group 

of mosquito species was performed on an abundance dataset. 

Three different modeling approaches were compared to 

analyze the relationship between species abundance and 22 

environmental features. These features can be classified into 

five groups (temperature, vegetation index, precipitation, land 

cover, and livestock density). Based on the random forest 

models, which provided better estimates of abundance, 
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environmental and climatic features that influence species 

abundance were determined. 

In Germany in 2018 [7], a new mosquito modeling approach 

was applied to a dataset of mosquito abundance with eight 

meteorological features. This approach consists of combining 

several learning algorithms to improve the modeling 

performance. Based on the evaluation results, a specific 

combination of models can predict the distribution of 

mosquito species more effectively than a single model or a 

random combination of models. 

In Morocco in 2021 [5], mosquito distribution modeling 

was performed on only presence record data with 20 

environmental characteristics, including elevation, 

temperature, and precipitation features. The maximum entropy 

model was used to generate predictive models of potential 

mosquito distribution. The results obtained in this work can 

contribute to a better understanding of the potential 

distribution of each species and strengthen monitoring efforts 

in areas identified as high risk. 

In the previous studies, it has been seen that the authors have 

applied a variety of algorithms to model the mosquito data but 

with a limited number of environmental features, which limits 

the overall understanding of their distribution. Another 

limitation is that the work done in Morocco on mosquito 

modeling is restricted due to a lack of absence record data. The 

present study will be the initial modeling of a new dataset on 

three species of mosquitoes in Morocco; prepared by 

specialists in entomology. The dataset available in this study 

contains a rich set of environmental features (225 

environmental characteristics) compared to previous work and 

has the advantage of having information on the presence and 

absence of mosquitoes. This database is more detailed, 

containing many new features compared to previous work 

databases in the temperature, precipitation, and vegetation 

groups. In addition, it contains new groups of features such as 

animal distribution, wind speed, and water vapor. This 

diversity of environmental features will allow us to improve 

the modeling results and to understand more clearly the factors 

that influence mosquito distribution. 

The presence/absence mosquito datasets often contain 

redundant, irrelevant, and noisy data: a species may be both 

present and absent at two nearby stations with the same 

ecological characteristics, or a species may be absent at a 

station with favorable ecological characteristics. This 

characteristic of this type causes an over-fitting of the model 

and increases the error rate of the learning algorithm. Well, to 

manage these problems and effectively use machine learning 

algorithms, data preprocessing is a crucial step. Feature 

selection [8] is one of the most common and important 

techniques in data preprocessing: it aims to select the non-

redundant most relevant features from the original set so that 

they can be used in the construction of new models. This 

technique accelerates the modeling algorithms, improves the 

accuracy of predictions, and facilitates interpretation [9]. In 

the domain of modeling mosquito distribution data, feature 

selection techniques also help in the identification of favorable 

or unfavorable ecological factors for the development of these 

insects and consequently in the ecological interpretation of 

modeling results. 

In general, feature selection methods can be classified into 

filtering, wrapper, and embedded methods [10]. Filter methods 

select features from the dataset without the use of a machine 

learning algorithm. Wrapper methods use both a learning 

algorithm and an evaluation criterion; they select the 

combination of features that gives the optimal results for the 

learning algorithm. In embedded methods, the feature 

selection algorithm is related to the learning algorithm, which 

thus integrates its own feature selection methods. 

The objective of this study was to compare the capacity of 

the RFECV selection technique in order to select the best 

subset of features relative to other selection techniques using 

different machine learning algorithms on mosquito 

distribution data. The models obtained using the selection 

techniques were evaluated by cross-validation using three 

criteria: accuracy, Matthews Correlation Coefficient (MCC), 

and area under the curve ROC (AUC). 

The results of this study demonstrated the efficiency of the 

RFECV technique in the selection of the best subsets of 

features and the improvement of the modeling performance. 

Indeed, the models obtained using the RFECV selection 

outperformed the models applied on all features, as well as the 

models obtained using a group of selection techniques, which 

leads to recommend this technique to be used for the 

improvement of modeling and the selection of features in the 

domain of data processing. 

The remainder of the paper is organized as follows. Section 

2 presents an overview of the selection and modeling 

techniques used. Section 3 focuses on the methodology 

followed for the application of the different methods. Section 

4 includes the comparison and discussion of the results. 

Conclusion and future work are shown in section 5. 

2. FEATURE SELECTION TECHNIQUES AND

LEARNING ALGORITHMS CONSIDERED IN THIS

STUDY

2.1 Feature selection techniques 

2.1.1 Recursive feature elimination with cross-validation 

(RFECV) 

The RFECV is a wrapper feature selection algorithm. Its 

principle is to select the features that have the greatest impact 

on the modeling improvement. It uses an iterative process of 

descending elimination for feature selection. This elimination 

is based on the importance of features, which can be calculated 

using a learning model that provides information about the 

importance of each feature [11, 12]. 

Algorithme 1: RFECV 

1. Choose a learning algorithm

2. Train/test this algorithm using cross-validation with

all p features of the dataset

3. Calculate the performance of this model

4. Sort the p features by levels of importance and

eliminate the least important feature

5. For i descending from p-1 to 1do:

6. Train/test the model using cross-validation

with the most important i features

7. Calculate the performance of this model

8. Sort the i features by levels of importance

and eliminate the least important feature

9. End

10. Display the features chosen for the best-performing

model

2.1.2 Feature selection according to importance "M10" 

This technique is based on the importance of features in the 
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learning model. A modeling, called complete modeling, is first 

performed using all features, with a selected set of learning 

models and cross-validation. Then, the importance of each 

feature for the best model is calculated. After sorting in 

descending order of importance, the first features are selected 

as the most relevant features. In this study, we chose to select 

10 features; a threshold regularly used in different research 

works [2, 3, 6]. 

2.1.3 ReliefF 

ReliefF [13] is an improved algorithm of the original 

algorithm Relief [14], which calculates an approximate 

statistic for each feature. It estimates the quality of a feature 

based on how well randomly chosen values distinguish the 

nearby instances of the same class and the other class [15]. 

2.1.4 Info gain 

Information gain is a filtering technique based on entropy to 

measure the quantity of information for each feature [16]. In 

this approach, the features selected are those that obtain the 

highest values of the information gain. 

2.1.5 Correlation 

The correlation coefficient measures the relationship 

between the dependent variable (presence or absence of a 

mosquito species) and each explanatory variable 

(environmental data). It can be used to feature selection as a 

filtering approach [17]. 

The literature often uses the Pearson correlation coefficient 

for feature selection [18]. This coefficient ranges from -1 to 1 

and appreciates the existence of a linear relationship between 

the two variables. 

In this paper, we also used a coefficient based on the ratio 

of inertia which is derived from the decomposition equation of 

the total inertia. It ranges between 0 and 1 and appreciates the 

homogeneity of the partition of each explanatory variable by 

the presence-absence variable. 

Formula: 

𝜌 =
𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝑖𝑛𝑒𝑟𝑡𝑖𝑎

𝑇𝑜𝑡𝑎𝑙 𝑖𝑛𝑒𝑟𝑡𝑖𝑎
=

∑ 𝑛𝑘(�̅�𝑘 − �̅�)22
𝑘=1

∑ (𝑥𝑖 − �̅�)2𝑛
𝑖=1

(1) 

where, xi is the i-th observation of an explanatory variable with 

mean �̅� and �̅�𝑘 is the mean of this explanatory variable in the

class with effective nk. 

2.2 Learning algorithms 

2.2.1 Logistic regression (LG) 

Logistic Regression is a predictive model developed in 1944 

by Joseph Berkson. It aims to find the relationship between a 

set of explanatory variables with numerical or categorical 

values and a binary or multinomial categorical target variable. 

It is simply a non-linear transformation of Linear Regression, 

where we try to predict a class instead of a continuous 

numerical value.  

Logistic Regression is one of the most common multivariate 

analysis models used in several application domains (for 

example; in epidemiology: [19], and in studies of mosquito 

species distribution: [2, 7]). 

2.2.2 Gaussian naïve bayes (GN) 

Gaussian Naïve Bayes is a variant of Naïve Bayes. Naïve 

Bayes methods are a set of supervised Machine Learning 

classification algorithm; based on Bayes' theorem with strong 

assumptions of independence between features. The use of this 

algorithm to discriminate between two types of cancer has 

shown very satisfactory results [20]. 

2.2.3 K nearest neighbors (KNN) 

It is a supervised learning method that we can use for 

classification and regression. To predict the class of a new case, 

the algorithm finds the majority class of the K nearest 

neighbors. The method uses two parameters: the number K 

and the similarity function that determines the neighbors of 

each new case [21]. 

2.2.4 Random forest (RF) 

Random Forest is a supervised learning algorithm 

introduced by Breiman [22]. It is built from several basic 

models consisting of Decision Trees, which are merged to 

obtain a more accurate and stable prediction. Each tree is 

constructed from a randomly generated sample of the training 

set [23]. 

2.2.5 Gradient boosting & XGBoost 

Gradient Boosting (GB) is a machine learning technique 

developed by Friedman [24]. This method consists of running 

a series of learning algorithms, where each model is built on 

the residuals of the previous model. The predictive model 

commonly used with Gradient Boosting is the decision tree 

[25].  

XGBoost (XG) is a specific implementation of the Gradient 

Boosting method that uses more accurate approximations to 

identify the best tree model. It is a model widely used by data 

scientists to address many learning challenges [26, 27]. 

3. EXPERIMENTAL DESIGN

3.1 Data description 

The presence/absence observation data include occurrence 

data of different mosquito species collected in 366 sites 

(entomological data) in Morocco and more than 225 

ecological variables associated. 

The entomological data derive from two sources: data from 

larval surveys conducted in 2015-2016 [28]; generating 

presence and absence data, and data from the Moroccan 

mosquito atlas [4] based on bibliographic work; generating 

presence data. 

In this study, we relied on three species of mosquitoes: 

Culex pipiens (Cx. pipiens), Culex theileri (Cx. theileri), and 

Culiseta longiareolata (Cs. longiareolata). 

Table 1. Number of points of presence and absence by 

species (after data preprocessing) 

Species Presence Absence 

Cx. pipiens 255 105 

Cx. theileri 114 187 

Cs. longiareolata 133 127 

A pre-processing phase of the dataset was performed 

including cleaning and transformation of the data: the cleaning 

step consists in removing the missing values and the 

transformation step consists in formulating all the occurrence 

data of the dataset in binary form (Table 1). 
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3.2 Performance measures 

In machine learning, the evaluation of the performance of 

models is an important but difficult step. Several evaluation 

criteria were therefore calculated to evaluate the models: 

accuracy, Matthews Correlation Coefficient (MCC), and area 

under the curve ROC (AUC). The accuracy represents the ratio 

of correctly predicted instances to all instances in the dataset. 

The area under the curve ROC (AUC) is a synthetic index 

frequently used in predictive modeling [29]; it corresponds to 

the probability that a positive event (presence of the species) 

is classified as positive by the test over several possible 

thresholds. The Matthews Correlation Coefficient (MCC) is a 

measure often used in binary classifications to evaluate the 

performance of classification models; its utility has been 

demonstrated in various studies that concern the evaluation of 

predictive models [30]. 

3.3 Methodology 

The modeling procedure implemented consists of several 

steps: 

Step 1: Data balancing 

This is a technique that aims to give equal weight to the 

presence and absence classes for each mosquito species. The 

entire minority class is used in the modeling with an equal 

sample size, randomly selected from the majority class [2]. 

Step 2: Feature selection  

The number of features selected differs from one technique 

to another. The number of features selected by the RFECV 

technique depends on the algorithm, while the M10 technique 

selects a fixed number of features. For the rest of the 

techniques a feature ranking list was determined, and the top 

ranked features were selected using five thresholds: 10%, 20%, 

40%, 50%, and log2 (number of features) [31]. 

Step 3: Training and evaluation of the models 

The six selected learning algorithms, with the different 

subsets of the obtained features as well as the set of all features, 

were trained using a 5-fold cross-validation and evaluated by 

three performance criteria: accuracy, MCC coefficient, and 

AUC score. 

Step 4: Model comparison using the SK test 

The SK test [32] allows comparing several models in terms 

of performance in order to conclude the existence of a 

significant difference between them [31, 33-35]. The 

comparison was performed using the MCC criterion. 

Step 5: Rating of the models by the Borda voting system 

This voting system [36] is applied to the models belonging 

to the best cluster of the SK test; the three performance criteria 

(accuracy, MCC, and AUC) were used for this step. 

Step 6: Selection of the best-scored models 

Table 2. Table of abbreviations of the selection techniques 

used 

Selection technique Abbreviation 

All features Com 

RFECV + algorithm XGBoost RC-XG 

RFECV + algorithm Logistic Regression RC-LG 

RFECV+ algorithm Random Forest RC-RF 

RFECV+ algorithm Gradient Boosting  RC-GB 

ReliefF R 

Info Gain IG 

Correlation Pearson CP 

Correlation quantitative-qualitative  CQ 

Feature selection according to importance M10 

This selection is based on the application of K-means 

algorithm with preserving the homogeneity of the identified 

group. 

For clarity, the following abbreviations (Table 2) were used 

in the rest of the paper. 

Feature selection and model computation were performed 

using the ITMO-FS and Scikit-Learn python libraries [37], 

while the SK statistical test was performed using R software 

[38]. 

4. RESULTS AND DISCUSSIONS

As the processed dataset contains 225 features, the subsets 

selected by the different techniques are summarized in Table 

3. 

Table 3. Number of features selected by technique 

Selection technique Number of features 

RFECV Between 10 and 103 features 

M10 10 features 

ReliefF/Info-Gain/ Correlation 

Pearson/ Correlation 

quantitative-qualitative 

Log2 (225) (8 features) 

10% (23 features) 

20% (45 features) 

40% (90 features) 

50% (113 features) 

For the modeling of each mosquito species, a total of 156 

models were computed using six learning algorithms and 26 

groups of selected variables, also including the set of all 

features.  

The SK test identified two clusters with 72 models in the 

best cluster for Cs. Longiareolata (Table 4), with a strong 

presence of the Gradient Boosting, Random Forest, and 

XGBoost models. 

Table 4. Number of appearances of each algorithm in the 

best SK cluster and the selection techniques used for Cs. 

Longiareolata 

Models Selection techniques 

Gradient Boosting (19) 

RC-GB, R5, R4, RC-RF, RC-XG, 

CQ5, R2, IG2, CP5, IG5, CQ4, 

M10, CP1, IG1, IG-LOG, CQ1, 

CQ2, IG4, Com 

Random Forest (19) 

RC-GB, RC-XG, R5, RC-RF, M10, 

CQ5, R2, CP4, R1, R4, IG5, IG1, 

IG-LOG, CP5, CQ4, CQ1, CP-

LOG, RC-LG, Com 

XGBoost (17) 

RC-GB, M10, Com, RC-XG, RC-

RF, CQ4, R4, CP5, CQ5, R5, CQ-

LOG, IG1, CP1, IG5, CQ1, CQ2, 

R2 

Logistic Regression (9) 
CQ1, R5, RC-RF, M10, R2, Com, 

R4, RC-XG, CQ-LOG 

KNN (6) 
CP2, CP5, CP4, CQ5, CQ4, CQ-

LOG 

Gaussian Naïve Bayes (2) CP2, CP-LOG 

The different models were divided into two clusters, with 

79 models for the best cluster for Cx. pipiens (SK test result). 

Gradient Boosting, Random Forest, and XGBoost models are 

more frequent than the other models, as it is shown in Table 5, 

and we also observe the presence of the RFECV selection 

technique in the different models. 
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Table 5. Number of appearances of each algorithm in the 

best SK cluster and the selection techniques used for Cx. 

pipiens 

Models Selection techniques 

Gradient 

Boosting (24) 

RC-GB, RC-RF, CQ1, CQ4, Com, M10, CP5, 

CP1, CP-LOG, R2, R4, CQ2, RC-LG, CP4, 

CQ5, R5, CQ-LOG, R1, IG1, IG5, RC-S1, 

IG2, CP2, IG-LOG 

Random 

Forest (21) 

RC-RF, RC-GB, R5, Com, R2, IG5, CQ4, CQ-

LOG, RC-S2, CP4, R4, IG2, CQ5, CQ2, M10, 

CP1, CP2, CP5, CP-LOG, RC-XG, R1 

XGBoost (21) 

RC-GB, R5, CP4, RC-LG, R4, CP5, IG4, R2, 

IG5, RC-S3, CQ1, Com, CQ2, RC-XG, IG1, 

CP2, CP-LOG, CQ5, M10, CQ-LOG, CP1   

KNN (10) 
IG2, RC-LG, RC-RF, CP-LOG, RC-GB, IG5, 

IG4, CQ1, M10, CQ4 

Logistic 

Regression (2) 
RC-LG, CQ2 

Gaussian 

Naïve Bayes 

(1) 

RC-RF 

The SK test identified two clusters with 68 models in the 

best cluster for Cx. theileri, with a strong presence of Gaussian 

Naïve Bayes models in the best cluster, as it is shown in Table 

6, and we also observe the presence of the RFECV selection 

technique in the different models. 

Table 6. Number of appearances of each algorithm in the 

best SK cluster and the selection techniques used for Cx. 

theileri 

Models Selection techniques 

Gaussian Naïve Bayes 

(17) 

CQ5, CP2, RC-XG, CQ4, RC-RF, 

CP4, CQ1, CQ2, M10, CP5, RC-

LG, CP1, IG5, CP-LOG, CQ-LOG, 

R4, Com 

Logistic Regression (13) 

Com, R4, R5, RC-XG, CP4, CP5, 

RC-S4, RC-RF, CP1, CP-LOG, 

CQ-LOG, M10, RC-LG 

Gradient Boosting (11) 
RC-XG, R4, RC-GB, CQ4, RC-RF, 

CQ5, CP1, IG5, R5, Com, M10 

KNN (11) 
CQ5, IG1, CP2, RC-S4, M10, CQ2, 

CP4, Com, IG2, RC-RF, R5 

Random Forest (10) 
CP1, CP2, CQ4, CQ5, RC-XG, 

CQ1, M10, RC-GB, RC-RF, Com 

XGBoost (6) 
RC-XG, R5, R4, RC-RF, Com, 

M10 

Subsequently, the Borda voting system was applied to the 

models of the best cluster obtained by the SK test. This system 

gives scores to the models according to three performance 

measures (accuracy, MCC coefficient, and AUC) in order to 

select the best-performing models.  

The selection of the best-scored models can be achieved by 

fixing a threshold or by using a partition procedure that puts 

the data into homogeneous groups. The selection threshold 

varies in the literature from one research to another: Idri et al. 

[39] chose to consider only the three best-scored models, while

Hosni et al. [40] decided to select the best-scored model,

whereas Benhar et al. [31] opted for the threshold of the ten

best-scored models. These thresholds may be acceptable, but

it is difficult to argue with such choices. Moreover, the

systematic use of a predefined threshold also has the

disadvantage that it may not produce a homogeneous group.

Indeed, it cannot be excluded that in some cases the best-

scored models present some scores that are quite different, 

which significantly reduces the homogeneity of this selected 

group. 

K-means is a clustering algorithm designed to create

homogeneous groups, the homogeneity increases with the 

number of groups. The procedure proposed in this paper 

consisted in applying K-means for several numbers of groups 

by ensuring beforehand a suitable inertia rate (exceeding 85%). 

The best-scored group of models is the group found by two 

successive applications of K-means with the same best group. 

Such a result guarantees the homogenization stability of the 

selected group, and this property is widely sought. This 

scenario of maintaining the selected group may not exist, and 

in this case, K-means will be applied for several numbers of 

groups until the obtained group contains the best-scored model. 

When a group of best-scored models is identified by 

successive applications of K-means, it is possible to assess its 

homogeneity by calculating the ratio of the variance of this 

group to that of the models of the first cluster of the SK test. 

This ratio must be lower than a certain threshold, classically 

0.05. 

The application of K-means on the different scores obtained 

by Borda gives the following results: 

- Concerning Cx. pipiens (Figure 1), the highest-scoring

group contains nine models. The performance of these models 

varies between 0.36 and 0.39 for the MCC coefficient, 

between 0.73 and 0.76 for the AUC, and between 0.67 and 

0.70 for the accuracy. The homogeneity of this group is 

confirmed by the ratio of variances which is equal to 0.042. 

- Concerning Cs. longiareolata (Figure 2), the highest-

scoring group contains one model. This model achieved a 

performance equal to 0.51 for the MCC coefficient, 0.8 for the 

AUC, and 0.75 for the accuracy with 10 selected features. It is 

possible to justify some heterogeneity between this model and 

the second-highest-scoring model as long as the ratio of 

variances exceeds 0.05. 

- For Cx. theileri, two groups are identified by successive

applications of K-means; the numbers of these groups are 9 

and 7, respectively. The second group (Figure 3) was selected 

based on its homogeneity. Indeed, the ratio of variances of the 

second group selected is less than 0.05 while that of the first 

exceeds 0.11. The performance of the models in this group 

varied between 0.38 and 0.43 for the MCC coefficient, 

between 0.70 and 0.75 for the AUC, and between 0.69 and 

0.73 for the accuracy. 

From the different results obtained, several remarks can be 

given: 

- Based on the top-scored groups selected by K-means, it

can be seen that most of the subsets on which the best models 

are based; are obtained mainly by the RFECV selection 

technique; this agrees with the conclusion of Misra et al. [11]. 

- The Gradient Boosting, Random Forest, and XGBoost

algorithms were proven to be very powerful as all the best-

performing models are trained using these algorithms. 

- The absence of the complete models in the best K-means

groups for both Cx. pipiens and Cs. longiareolata (Figures 1 

and 2); can be inferred that the performance of the selected 

features outperformed the complete set in the modeling; hence 

comes the importance of feature selection.  

- The presence of the M10 selection in the top-scored group

for Cx. theileri (Figure 3); means that this method competes in 

terms of performance with the other selection techniques 

tested. The result obtained for this species confirms the 
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approach adopted in the research works [2, 3, 6] on the 

threshold of 10 features. 

- The best models can be used to determine common

ecological factors, specific factors, and absent factors for each 

mosquito species. 

Figure 1. Graph of the scores obtained by the Borda method sorted by descending order for Cx. pipiens 

Figure 2. Graph of the scores obtained by the Borda method sorted by descending order for Cs. Longiareolata 

Figure 3. Graph of the scores obtained by the Borda method sorted by descending order for Cx. theileri 

5. CONCLUSIONS

Feature selection is one of the most important data 

preprocessing steps. It aims to significantly improve the 

modeling performance by keeping only relevant features. 

In this work, we compared the efficiency of the RFECV 

technique against a group of feature selection techniques on 

mosquito distribution data using a set of learning algorithms. 

The different models obtained following the application of the 

feature selection techniques and the learning algorithms were 

evaluated using three performance criteria: accuracy, MCC, 

and AUC. The selection of the best models from a large 

number of models is a complex step; thus the use of model 

comparison methods is necessary. Three steps were followed 

to do this comparison: the first one is the SK test which 

allowed us to make a first comparison of the models using the 

MCC criterion. Based on the results of this first comparison, 

the Borda voting system scored the models of the best group 

selected by the SK test. Then, a partitioning technique based 

on the K-means algorithm and the variance ratio was used to 

identify a group of the best models. 

The results obtained showed the efficiency of the RFECV 

technique in modeling using the selected features. The models 

obtained using this recursive method outperformed both the 

complete models and the models obtained using the other 

selection techniques. 

The approach adopted in this study can be recommended for 

modeling a dataset with a large number of features. The group 
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of models obtained from this approach should be significantly 

better than the complete model, which justifies the importance 

of feature selection techniques. 

The dataset is rich in its 225 characteristics; the use of other 

selection techniques in future work should only improve the 

modeling quality. 
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