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Shrimp is a marine culture found globally due to the ability of its yields to boost a country's 

economy. It is imperative to monitor its size to determine the condition of the shrimp 

underwater with complex noise using a non-invasive method. Therefore, this study aims to 

develop a new method for measuring the body weight of shrimp using morphometric 

features based on underwater image analysis and a machine learning approach. The method 

used consists of several steps, data collection using an underwater camera, image analysis 

using image grayscale, image binary, edge detection, region of interest detection, shrimp 

image morphometric features extraction, camera calibration using Triangle Similarity (TS), 

and Correction Factor (CF), calculation of morphometric features value, create machine 

learning model, training data, and testing data for estimation of underwater shrimp body 

weight. After testing the model, get the best accuracy value is RMSE = 0.05, MAE = 0.04, 

and R2 = 0.96 from the MLR method. In conclusion, the results showed that the hybrid 

method TS-CF-MLR is the best method for measuring underwater shrimp body weight 

estimation with the lowest error rate and highest coefficient of determination. 
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1. INTRODUCTION

Shrimp farming is a form of aquaculture widely practiced 

worldwide [1]. Its outcome is one of the components that aid 

boosts the state economy [2]. Shrimp harvest has been able to 

meet the food needs in the global market [3]. Further stated 

that its cultivation is one of the world's food security [4]. 

Shrimp vannamei is an underwater animal cultivated in several 

developing countries [5]. A single harvest lasts approximately 

three months, a relatively short time for the cultivators [6]. The 

cultivation of shrimp vannamei is highly dependent on 

monocultures, and it is usually cultivated in systems in large 

ponds [7]. 

Monitoring the condition of shrimp in an aquaculture 

environment is paramount to determining its state in the waters 

[8]. Adopting the traditional approach to carrying out sampling 

practices takes a long time, and it is calculated differently by 

diverse farmers [9]. Monitoring the size of shrimp underwater 

is needed to determine its population [10]. It is necessary to 

develop new method for observing its growth with a non-

invasive approach used to accurately estimate the body weight 

of shrimp [11]. 

Several studies have monitored the condition of shrimp 

using non-invasive methods [7, 12, 13]. This includes its 

detection and an estimated measurement of its length using 

image processing, pattern recognition, and computer vision 

[14]. It also involved using several data formats, such as 

images, audio, and videos, of species in water media [15]. 

Recent studies tend to employ smart fisheries with integrated 

software and hardware technologies to boost aquaculture 

yields [16].  

Hao et al. [17] proposed using computer vision and a stereo 

camera to measure the fish length and area. Saberion and Císař 

[18] used the infrared reflection system to estimate fish mass

and capture its image, while the extraction of geometry

features is used for model development. Risholm et al. [19]

estimated the length of fish underwater using a 3D camera, the

algorithm used in this study is digital image segmentation.

Zhang et al. [20] proposed using image analysis and artificial

neural networks to measure the weight of dead fish.

Liu et al. [8] proposed a framework that includes video 

frames as input and an online segmentation algorithm to detect 

and count the number of live fish. Yang et al. [21] proposed 

using digital image technology to identify fish, and analyze 

their behavior. Chen et al. measured shrimp weight using the 

Length Weight Relationship (LWR) method and correlated the 

outcome to its eyeball [22]. 

Lin et al. [23] measured shrimp body length using the 

Convolutional Neural Network (CNN). Puig-Pons et al. [12] 

estimated the body weight of tuna using computer vision and 
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acoustic techniques. Fernandes et al. [24] measured the weight 

of dead fish using computer vision, and the data was acquired 

by placing it on a background with a single color. 

Thai et al. [25] proposed using image segmentation and 

computer vision to measure the length of shrimp. Poonnoy and 

Asavasanti observed the weight of shrimp, although the 

analysis involved the use of data acquired from dead ones 

without shells, as well as an artificial neural network algorithm 

[26]. 

Morphometric features are the size of the body parts of the 

shrimp. This size is used to determine the taxonomy of shrimp, 

the measurement results are measure in centimeters. The sizes 

used include shrimp body length, shrimp body width, shrimp 

segment height, and others [27]. Morphometric measurements 

are used to determine shrimp growth, shrimp groups, shrimp 

feeding patterns, and identify shrimp. Morphometrics was 

measured from the outside of the shrimp's body. The shrimp 

used in the morphometric measurement was the vannamei [20] 

Chen et al. in his research used the morphometric 

characteristics of the relationship between eyeball weight and 

shrimp weight. The morphometric characteristics used are 

only the weight and length of the shrimp compared to the eye 

weight of the shrimp. This has the disadvantage of an accuracy 

tolerance level of 30% [22]. Fernandes et al. in his research 

used the morphometric features of Nile tilapia to predict fish 

body weight, in this study only used 3 fish morphometric 

characteristics, namely body weight, carcass weight, and 

carcass yield. This research has not been applied to live shrimp 

underwater [24]. 

From the background, there is no use of underwater cameras 

for live shrimp monitoring. It is very necessary to develop a 

new method for measuring the size of shrimp body weight 

estimation in a non-invasive way. The objective is to design a 

new method for the estimation of underwater shrimp body 

weight using morphometric features based on underwater 

image analysis and machine learning approach. The aim is to 

estimation the body weight of shrimp underwater in 

aquaculture locations with the non-invasive method. 

2. MATERIAL AND METHOD

This research has two stages, the first stages of research 

carried out are (a) data retrieval of shrimp using underwater 

camera, (b) processing of shrimp video into Red Green Blue 

(RGB) images, (c) processing of RGB images into grayscale 

images, (d) processing of grayscale images into binary images 

using the Otsu algorithm, (e) edge detection of shrimp images 

(f) detecting the Region of Interest (ROI) of shrimp objects, (g)

shrimp image morphometric features extraction, (h) camera

calibration using Triangle Similarity (TS) and Correction

Factor (CF), (i) calculating of morphometric features value.

The second stages of research carried out are (j) manual 

measurement of shrimp length, height and weight of the 

shrimp with a measuring tool, (k) create model using machine 

learning approach, (l) training data using machine learning 

approach. After stages one and two, the process is carried out 

(m) testing data estimation of underwater shrimp body weight,

(n) evaluation method using Root Mean Square Error (RMSE),

Mean Absolute Error (MAE), Coefficient of Determination (R2).

A detailed stages of the research process is shown in Figure 1.

Image segmentation is the initial process of digital 

processing [28]. The digital image obtained is then 

preprocessed using the aforementioned procedure. It involves 

a series of steps, namely grayscale, binary image, and edge 

detection [29]. The contours of the shrimp are obtained from 

the image and are saved as separate files. 

The first stage of image segmentation involves changing the 

color into a grayscale [30]. However, such images have a pixel 

value within the range of black and white. The black side is 

the weakest while the white has the strongest value [31]. The 

grey value corresponds with the brightness capacity [32]. The 

next step is to change the grayscale to a binary image [33]. 

This was realized using the thresholding method, which is the 

separation of objects between the foreground and background 

[34]. Furthermore, the pixel grouping is divided into the 

foreground and background grey levels [35]. The thresholding 

method is one of the main approaches in image segmentation 

[36]. 

The canny method, a type of edge detection process, was 

used to detect the shrimp image [37]. It is also used in image 

processing to determine the boundary of the object area [38] 

[39, 40]. In the present research, the canny method is used to 

detect the edges of shrimp. The adopted steps are image 

smoothing, and at each edge point, the maximum pixel is 

calculated in the gradient direction, these are found at the end 

point of the gradient [41]. 

The ROI is detected from the binary image obtained and 

used to provide certain restrictions on digital images [42]. This 

is carried out to ensure that the image processing procedure is 

only located in the area detected as shrimp. The minimum limit 

of shrimp objects or the image is cropped with a square ROI 

and saved with a different file name [43]. 

Figure 1. Stages of the research process 

Table 1. Morphometric features 

Feature Feature description Symbol 

Shrimp length Shrimp frame length TL 

Height Shrimp frame height H 

Carapace length The length of the shrimp carapace CL 

Carapace height Shrimp carapace height CH 

Sixth 

segment length 

The length of the sixth pleon segment 

of shrimp 
SSL 

Second segment 

height 

The height of the second shrimp pleon 

segment 
SSH 

The extraction process is searching for unique feature 

information in the images, such as color, texture, and shape 

[44]. The morphometric features are characteristic of the shape 

of marine species. Luo et al. [27] stated that various 

characteristics, such as morphology, physiology, and behavior, 

are used to identify these species. However, this study 

recommended the extraction of shape features [20]. The 
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morphometric features used are Total Length (TL), Height (H), 

Carapace Length (CL), Carapace Height (CH), Sixth Segment 

Length (SSL), Second Segment Height (SSH). In detail the 

morphometric features are shown in Table 1 and Figure 2 [27]. 

Figure 2. The morphometric features of the shrimp image 

Each morphometric feature is taken from two coordinate 

points in the image. This process is used to calculate the length 

of the morphometric features of the shrimp. The length 

between 2 points is calculated using the Euclidian distance. 

The coordinates of 2 points are symbolized by (ax, ay) and (bx, 

by). Euclidian distance is calculated using formula 1. 

𝑑(𝑎, 𝑏) =  √(𝑏𝑥 − 𝑎𝑥)2 + (𝑏𝑦 − 𝑎𝑦)2 (1) 

Camera calibration using TS and CF, this is because the 

distance between the shrimp and the camera determines the 

size of the captured image. The shrimp swim freely in water 

causes the distance from the camera and its position to vary 

[20]. TS using focal length to estimate length of shrimp in the 

pixel, focal length is the distance between the lens and the 

object on the camera. The estimated length of shrimp is 

calculated using formulas 2. Where P is the length of the 

shrimp captured by the camera in pixels, W is the original 

length of the shrimp measured in millimeters (mm), F is focal 

length measured in mm, D is the original distance between the 

shrimp and the camera measured in mm. 

𝑃 = (𝑊 ∗ 𝐹)/𝐷 (2) 

CF is used to analyze the image variables. It is also used to 

estimate the size of each image [45-47]. CF is a feature 

calculation method that uses the ratio of the image to 

determine the pixel and actual sizes [20, 48]. The Correction 

Factor depends on the ratio of the original shrimp length to the 

image caught on camera (millimeter/pixel). It is also used to 

calculate all the values of the image features. The correction 

factor and the value of the shrimp image features are obtained 

using formulas 3 and 4. 

𝑐𝑓 =  
𝑝𝑡

𝑝𝑚

(3) 

𝑉𝑓 = 𝑉𝑜 𝑥 𝑐𝑓 (4) 

where, 𝑐𝑓  is the correction factor, 𝑝𝑡  is the value of the

original shrimp length measured using a measuring tool in 

millimeters (mm), and 𝑝𝑚  is the value of the length of the

shrimp in pixels. 𝑉𝑓  is the final value of the shrimp image

feature, 𝑉𝑜 is the shrimp image feature with units of pixels.

Predictions were processed using machine learning, namely, 

Multiple Linear Regression (MLR), Support Vector Machine 

(SVM), Random Forest (RF), Decision Tree (DT), K-Nearest 

Neighbor (KNN), Back Propagation Neural Network (BPNN), 

and Principal Component Regression (PCR).  

MLR is a statistical algorithm that aims to determine the 

predictive results of the y variable. Y is the prediction result of 

each X input [49, 50]. The general formula for the MLR 

algorithm is stated in formula 5. Where 𝑌 is the dependent or 

response variable, 𝑥1, 𝑥2 … , 𝑥𝑛  is the independent variable,

𝑏1, 𝑏2, … , 𝑏𝑛 is the regression coefficient, 𝑎 is a constant, and 𝑒
is the error value. 

𝑌 = 𝑎 +  𝑏1𝑥1 +  𝑏2𝑥2 + ⋯ + 𝑏𝑛𝑥𝑛 + 𝑒 (5) 

SVM is a supervised learning method that can be used for 

regression and classification. SVM has several kernels, 

including the linear kernel, polynomial kernel, and Radial 

Basis Function (RBF) kernel [51]. RF is a machine learning 

algorithm, a collection of decision trees. RF can be used for 

the regression and classification of large data sets. RF works 

by constructing a decision tree to get the regression results [52]. 

DT is a machine learning algorithm that applies to make 

decision rules like a tree structure. DT is a supervised learning 

method that can be used for classification and regression [53]. 

KNN is an algorithm that classifies data based on similarity 

to other data. For the case of KNN regression, it provides the 

introduction of the nearest K in the neighbor regression [54]. 

BPNN is a supervised learning method, which uses an output 

error to change its weight value in backwards. BPNN is a 

model that imitates the workings of the human brain, consists 

of an input layer, a hidden layer and an output layer, to get 

good results, BPNN requires training with a long time and 

large data [55]. PCR is predictive modeling approach which 

involves the use of Principal Component Analysis (PCA) and 

MLR, has been increasingly employed in various applications 

and industries [56]. It is also used to model predictions with 

several independent variables [57].  

The accurate value is obtained using the RMSE, MAE, and 

R2. The most accurate value was predicted, with RMSE and 

MAE being the least, while R2 was the highest [58]. RMSE, 

MAE, and R2 are obtained using Eqns. (6)-(8), respectively. 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
∑(𝑌𝑑𝑎 − 𝑌𝑑𝑝)2

𝑁

𝐼=1

 (6) 

𝑀𝐴𝐸 =  
1

𝑁
∑|𝑌𝑑𝑎 − 𝑌𝑑𝑝|

𝑁

𝑖=1

(7) 

𝑅2 =
(∑ (𝑌𝑑𝑎 − 𝑌𝑑𝑝)(𝑌𝑑𝑝 − 𝑌𝑑𝑤))𝑁

𝑖=1
2

∑ (𝑌𝑑𝑎 − 𝑌𝑑𝑝)
2𝑁

𝑖=1 ∑ (𝑌𝑑𝑝 − 𝑌𝑑𝑤)2𝑁
𝑖=1

(8) 

where, 𝑌𝑑𝑎  is the original value, 𝑌𝑑𝑝 is the predictive value,

𝑌𝑑𝑤 is the mean value of the prediction, and n is the available

data. 

MLR is a statistical method that models a linear relationship 

between the independent variable and the dependent variable, 

MLR is evaluated using the lowest RMSE and MAE and the 

highest R2 [59]. PCA is a method for reducing data dimensions 

in images, and the main objective of the PCA method is to 

reduce dimensions so that image data is easier to process [60]. 

In this study PCA was used with MLR as a comparison 

algorithm called PCR. The highest the value of R2 indicates 

that the higher the relationship between the dependent and 

independent variables [61]. MLR is used for predictions using 

two or more variables, and a combination of variables is used 

as a regression equation [62]. 
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3. RESULT AND DISCUSSION

In this study, the data used is the image of shrimps 

underwater. The data collection was carried out in aquaculture 

ponds. The camera underwater used had a specification of 48 

megapixels and lens focal length 26 mm. Lighting involves the 

use of two lamps above and inside the pool, a detailed scenario 

is shown in Figure 3 (a). 

The data taken is video data of Mp4 type, then extracted into 

image frames, videos with a duration of 5 minutes produce 

6,400 image frames. Extraction of videos into images using 

Python software with the OpenCV library. The function used 

to read the video file is cv2.videocapture(), and the function 

used to extract the video into an image is cam.read(). The 

images used in this study are 6 images, namely file frame 4201, 

frame 4223, frame 4247, frame 5708, frame 6238, and frame 

6374 as shown in Figure 3 (b). 

The experiment started with data preprocessing by 

converting RGB images into grayscale and binary images with 

a threshold value of 0.01 respectively. The conversion to a 

binary image was carried out using the Otsu algorithm. The 

results of the binary image process are evaluated using the 

Structural Similarity Index (SSIM). SSIM results are shown in 

the Figure 4. 

(a) Data collection

(b) Underwater shrimp data

Figure 3. Shrimp image data collection 

Figure 4. Value of SSIM, PSNR & MSE 

The edge detection process was carried out using a canny 

edge algorithm. This process is used to detect the edges of the 

underwater shrimp image. The canny is evaluated using Peak 

Signal Noise Ratio (PSNR) and Mean Square Error (MSE). A 

good edge detection result is an image that has the highest 

PSNR and the lowest MSE value. From the experimental 

results, the highest PSNR value is 4.67 and the lowest MSE is 

1.41 on the image 6, as shown in Figure 4. 

Regions of Interest (ROI) detection were used to detect the 

image's shape from several areas. The ROI detection results 

are shown in the Figure 5 (a). Amount of ROI detected image 

1 = 23, image 2 = 23, image 3 = 17, image 4 = 17, image 5 = 

24, image 6 = 25. From the detected ROI results, shrimp-

shaped region was selected, then the invert image process is 

carried out, selected ROI image 1 = ROI 11, image 2 = ROI 

19, image 3 = ROI 9, image 4 = ROI 10, image 5 = ROI 6, 

image 6 = ROI 14, as shown in Figure 5 (b).  

(a) ROI detection

(b) Selected of shrimp shaped region

Figure 5. ROI detection and selected shrimp shaped region 

Figure 6. Result of image analysis for morphometric feature 

Table 2. Morphometric features of six shrimp samples 

TL H CL CH SSL SSH 

Image 1 38 15 10 9 7 8 

Image 2 50 20 10 10 10 9 

Image 3 41 22 8 9 7 9 

Image 4 32 19 8 9 7 9 

Image 5 50 19 10 13 10 16 

Image 6 54 16 10 10 10 11 

After obtaining the preprocessed data, it proceeded with the 

morphometric feature extraction process. A result of the image 

analysis for morphometric features is shown in Figure 6, the 
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distance between 2 points is calculated using the formula 1. 

There are morphometric features for six shrimp samples with 

a detailed value in pixel shown in Table 2. 

Camera calibration uses the focal length value of the camera 

lens, which is 26 mm The TS calculation uses the value of 1 

shrimp which is measured manually, the distance between the 

shrimp and the camera with manual measurement is 51 mm, 

and the length of the shrimp measured manual is 106.6 mm. 

The 𝑐𝑓 value is calculated using formula 3, the result is 1.96 

mm/pixel, this value is used to calculate the 𝑉𝑓  value of all

morphometric features. The detailed 𝑉𝑓 calculation results are

shown in Table 3. 

Create a machine learning model using 20 data of shrimp, 

morphometric characteristics and the body weight of shrimp 

was measured manually using a measuring tool, as shown in 

Figures 7 (a) and (b), value of 20 data training show in Figure 

7 (c). Data of shrimp is used as training data, using machine 

learning algorithms.  

Table 3. Morphometric features value result of TS-CF in 

centimeter  

TL H CL CH SSL SSH 

Image 1 7.45 2.94 1.96 1.76 1.37 1.57 

Image 2 9.80 3.92 1.96 1.96 1.96 1.76 

Image 3 8.04 4.31 1.57 1.76 1.37 1.76 

Image 4 6.27 3.72 1.57 1.76 1.37 1.76 

Image 5 9.80 3.72 1.96 2.55 1.96 3.14 

Image 6 10.59 3.14 1.96 1.96 1.96 2.16 

(a) Shrimp measurement (b) Measuring tool

(c) Shrimp data training

Figure 7. Manual measurement of shrimp and data training 

The weight of shrimp measured manually using a weighing 

tool showed the original weight of shrimp 1 = 0.71 g, shrimp 

2 = 1.14 g, shrimp 3 = 0.91 g, shrimp 4 = 0.61 g, shrimp 5 = 1, 

18 g, shrimp 6 = 1.21 g, with an average total weight = 0.96 g. 

Measuring of shrimp body weight estimation experiments 

using 6 data testing were carried out using machine learning 

methods, namely MLR, SVM, RF, DT, KNN, BPNN, and 

PCR.  

From the original size, the MLR method produces an 

average shrimp weight decreased by 5.19%, the SVM method 

produces an average shrimp weight increase of 34.8%, the RF 

method produces an average shrimp weight increase of 

49.63%, the DT method produces an average of shrimp weight 

increased 27.32%, KNN method produces an average of 

shrimp weight increased 42.32%, BPNN method produces an 

average of shrimp weight increased 42.32%, PCR method 

produces an average of shrimp weight decreased 21.85%. 

From these results, the standard deviation of the original size 

= 0.257, MLR = 0.266, SVM = 0.029, RF = 0.079, DT = 0.054, 

KNN = 0.016, BPNN = 0.016, PCR = 0.251. These results 

indicate the closeness of the standard deviation value of the 

original value and the 6 methods used, the smallest difference 

is the MLR method with a value of -0.009. The experimental 

results are shown in Figure 8. 

Figure 8. Estimated body weight of shrimp underwater 

Table 4. The results evaluation method 

Method RMSE MAE R2 

TS-CF-MLR 0.05 0.04 0.96 

TS-CF-SVM 0.33 0.25 -0.99

TS-CF-RF 0.44 0.39 -2.57

TS-CF-DT 0.27 0.22 -0.36

TS-CF-KNN 0.40 0.31 -1.84

TS-CF-BPNN 0.39 0.31 -1.83

TS-CF-PCR 0.65 0.65 -6.88

Table 4 shows the evaluation method uses RMSE, MAE, 

and R2. The results of the experiment show that the MLR 

algorithm produced the lowest RMSE and MAE error value is 

0.05 and 0.04, and the highest R2 value is 0.96. SVM produced 

RMSE and MAE value is 0.33 and 0.25, and R2 value is < 0. 

The SVM was compared with MLR, and the RMSE and MAE 

values were increased by 28% and 2% respectively. RF 

produce RMSE and MAE value is 0.44 and 0.39, and the R2 

value is < 0. The RF was compared with MLR, and the RMSE 

and MAE values were increased by 39% and 34% respectively. 

DT produce RMSE and MAE value is 0.27 and 0.22, and the 

R2 value is < 0. The DT was compared with MLR, and the 

RMSE and MAE values were increased by 22% and 17% 

respectively. KNN produce RMSE and MAE value is 0.4 and 

0.31, and the R2 value is < 0. The KNN was compared with 

MLR, and the RMSE and MAE values were increased by 35% 

and 26% respectively. BPNN produce RMSE and MAE value 

is 0.39 and 0.31, and the R2 value is < 0. The BPNN was 

compared with MLR, and the RMSE and MAE values were 

increased by 34% and 26% respectively. PCR produce RMSE 

and MAE value is 0.19 and 0.19, and the R2 value is 0.29. The 

PCR was compared with MLR, and the RMSE and MAE 

values were increased by 14% and 14% respectively, while R2 

was reduced by 24%. 

MLR gets the best results because this method can identify 

how strong the influence of the independent variables is on the 

dependent variable. One variable, namely shrimp weight, was 
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considered the explanatory variable, and the other was 

considered the dependent variable. Another thing that makes 

MLR the best method is that it is indeed used to predict values. 

This is in line with the function of the regression analysis 

which can be used for forecasting and prediction. This method 

is very suitable for to know the effect of two or more variables 

on the independent variable. Good estimation results are those 

that produce the lowest RMSE, MAE and the highest R2 

values. The analysis results show that hybrid method TS-CF-

MLR is the best result measuring estimation of the body 

weight shrimp underwater.  

4. CONCLUSIONS

This study investigated the use of underwater image 

analysis and a machine learning approach for estimating 

underwater shrimp body weight using morphometric features 

with a non-invasive method. Among MLR, SVM, RF, DT, 

KNN, BPNN, and PCR algorithms which are combined with 

camera calibration using TS and CF, the MLR was able to 

produce the lowest RMSE, MAE, and the highest R2 as 

compared to all algorithms. This concludes that the TS-CF-

MLR algorithm has higher accuracy estimated underwater 

shrimp body weight. Future research is the method developed 

in general can be applied to other animals, morphometric 

features can be used for all types of underwater animals, both 

fish and others. Monitoring systems using morphometric 

features, digital image analysis, and machine learning can be 

widely used in many artificial intelligence applications and the 

method used shows maximum accuracy results. 
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NOMENCLATURE 

d euclidian distance 

P length of the shrimp captured by the camera in 

pixels 

W original length of the shrimp measured in mm 

F focal length measured in mm 

D original distance between the shrimp and the 

camera measured in mm 

𝑐𝑓 correction factor 

𝑉𝑜 shrimp image feature with units of pixels 

𝑉𝑓 final value of the shrimp image feature 

𝑌 dependent variable MLR 

𝑅𝑀𝑆𝐸 root mean square error 

𝑀𝐴𝐸 mean absolute error 

𝑅2 coefficient of determination 

𝑝𝑡 value of the original shrimp length measured in 

mm 

𝑝𝑚 value of the length of the shrimp in pixels 

Greek symbols 

Σ sum of variables 

Subscripts 

x, y Image dimensions 
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