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The real scene data of production images and videos collected by the perception layer of the 

industrial Internet of Things, which are shot under the conditions of lack of illumination, 

underexposure and insufficient contrast, need to be fully and efficiently utilized to ensure 

the smooth progress of the follow-up supervision, monitoring, detection and tracking of the 

industrial Internet of Things. Therefore, this paper studies the intelligent recognition method 

of digital images on production data collected by industrial Internet of Thing. Firstly, the 

video or image data collected by the industrial Internet of Things monitoring platform are 

preprocessed to achieve the purpose of image clarity and targeting. It includes constrained 

least square restoration and Lucy-Richardson restoration for image blur caused by defocus, 

and blind deconvolution restoration for image motion blur caused by vibration. The adaptive 

histogram equalization algorithm is described in detail, and it can enhance the global 

contrast of digital images collected by industrial Internet of Things while retaining the 

details of the target area as much as possible. Based on U-net convolution network, the target 

recognition model of digital images collected by industrial Internet of Things is constructed, 

and spatial convolution pooling pyramid and improved convolution module Inception are 

introduced to optimize the model. Experimental results verify the effectiveness of the model. 
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1. INTRODUCTION

Industrial Internet of Things is the application of Internet of 

Things in the industrial field, and plays an important role in 

energy, transportation, manufacturing and other application 

fields [1-10]. Industrial Internet of Things is the key 

foundation of industrial Internet, covering cloud computing, 

network, edge computing and terminals, and opening up key 

data streams in industrial Internet from bottom to top [11-14]. 

Industrial Internet of Things is divided from structure into 

perception layer, communication layer, platform layer and 

application layer. The perception layer is mainly composed of 

sensors, visual sensing and PLC, which collects data such as 

temperature, humidity, image, sound wave stream and video 

stream and transmits them to the network layer to assist the 

upper management system in recording, analyzing and making 

decisions [15-20]. Therefore, it is particularly important to 

study the efficient use of production data collected by the 

perception layer of industrial Internet of Things [21-22]. 

Especially for the real scene data of images and videos shot 

under the conditions of lack of illumination, underexposure 

and insufficient contrast, if they cannot be effectively 

processed, it will bring great difficulties to the follow-up 

supervision, monitoring, detection and tracking of the 

industrial Internet of Things. 

Zhang [23] introduces the artificial intelligence technology 

and its new development trend. Combined with the specific 

images of public facilities, on the basis of traditional methods, 

it improves the application of different computer manual 

recognition methods in image recognition processing, and 

analyzes and compares the processing and recognition 

methods through corresponding simulation software. Di [24] 

studies and designs a digital image recognition algorithm 

based on pattern recognition. Feature vectors include four-

dimensional feature vectors, eight-dimensional feature vectors 

and two-dimensional feature vectors based on principal 

component analysis. Classification methods include K-nearest 

neighbor method, minimum distance method and fixed 

increment method. By combining different feature vectors and 

different classification methods, different classification results 

are obtained. At the same time, the advantages, disadvantages 

and accuracy of the three methods are compared. The results 

show that K-nearest neighbor method has high accuracy, is 

insensitive to outliers and is easy to implement. Yang et al. [25] 

mainly studies the intelligent traceability of digital images 

based on improved fuzzy c-means clustering analysis. This 

method can improve the recognition of information 

authenticity of data images, and is helpful to the development 

of data image information detection and recognition system 

based on improved fuzzy c-means clustering analysis. He et al. 

[26] analyzes Canny algorithm, which uses Gaussian filter to

smooth the image to eliminate the influence of noise on the

detection results. Therefore, based on modular intelligent

image recognition, four directions in 3 × 3 neighborhood are

used to calculate gradient amplitude and direction. This

method of calculating gradient amplitude and direction

considers the diagonal direction, improves the accuracy of

edge location and suppresses some noises. From the

experimental results, it can be seen that Canny edge detection

algorithm can detect the edge of the object perfectly.
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A digital image intelligent recognition method with high 

robustness, high accuracy and perfect performance for 

production data collected by industrial Internet of Things is the 

key to obtain accurate results for various tasks such as follow-

up supervision, detection and tracking of industrial Internet of 

Things, and is also an important guarantee to improve the 

supervision and operation efficiency of industrial Internet of 

Things monitoring platform. Therefore, this article has carried 

out relevant research. First of all, the second chapter of the 

article preprocesses the video or image data collected by the 

monitoring platform of the industrial Internet of Things in 

order to achieve the purpose of image clarity and targeting. It 

includes constrained least square restoration and Lucy-

Richardson restoration for image blur caused by defocus, and 

blind deconvolution restoration for image motion blur caused 

by vibration. In the third chapter, the adaptive histogram 

equalization algorithm is described in detail, and can enhance 

the global contrast of digital images collected by industrial 

Internet of Things while retaining the details of the target area 

as much as possible. In the fourth chapter, based on U-net 

convolution network, the target recognition model of digital 

images collected by industrial Internet of Things is constructed, 

and spatial convolution pooling pyramid and improved 

convolution module Inception are introduced to optimize the 

model. Experimental results verify the effectiveness of the 

model. 

 

 

2. RESTORATION ALGORITHM OF DIGITAL IMAGE 

COLLECTED BY INDUSTRIAL INTERNET OF 

THINGS 

 

 
 

Figure 1. Restoration flow chart of digital images collected 

by industrial Internet of Things 

 

In order to improve the quality of digital images collected 

by the industrial Internet of Things and the recognizability of 

targets in the images, it is more conducive to the observation 

or further analysis and processing of the monitoring platform. 

Because ordinary monitoring images are usually acquired 

based on 30-frame, 1920*1080P camera equipment, its image 

quality is easily interfered by light changes, light and shade 

contrast, noise, equipment jitter, lens stains, etc. Therefore, in 

this chapter, the video or image data collected by the industrial 

Internet of Things monitoring platform is preprocessed to 

achieve the purpose of image clarity and targeting. Figure 1 

shows the restoration flow chart of digital images collected by 

industrial Internet of Things. 

Aiming at the image blurring caused by defocus, this article 

carries out constrained least square restoration and Lucy-

Richardson restoration on the digital images collected by 

industrial Internet of Things. The precondition of image 

restoration using constrained least square method is that the 

image, blur type, noise type and its additive and multiplicative 

property are known. Assuming that the linear operator of f is 

represented by W and the optimal estimate of g is represented 

by g*, the function ||Wg*||2+x(||h-Fg*||2-||m||2) can be 

minimized, where g* can be expressed as g*=(FT F +αWeW) -

1FTh, where the Lagrangian operator satisfies α=x-1. The 

restoration process is to repeat the iterative constant x until it 

satisfies ||h-Hg*||2=||m||2. 

This method fully considers the stationary random process 

of image signal g and noise m, defines WTW =Sg
-1Sm, and 

obtains g*=(FTF+αSg -1Sm)-1FTh. It is assumed that the noise 

and autocorrelation coefficients of the image are represented 

by Sg=T{ggT} and Sm=P{mmT}. The power spectra of image 

and noise are represented by Fourier Transforms Sg(a,b) and 

Sm(a,b)of Rg (v,v) and Rm(v,u), respectively. The signal-to-

noise ratio is represented by NR=Rg(v,u)/Rm(v,u), and the 

parameter of adjustable Wiener filter is represented by B. The 

following formula characterizes the principle of Wiener filter 

restoration: 
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When Lagrange operator α is less than 1, it shows that the 

processing process is effective. 

Lucy-Richardson algorithm based on planar Bayesian 

theory is an improved Wiener filter restoration algorithm, 

which can be implemented in MATLAB. For the restoration of 

digital images collected by industrial Internet of Things, it is 

assumed that the image estimates generated during the f+1 

iteration and the f iteration are represented by gm+1(a,b) and 

gm(a,b), respectively. When the algorithm obeys Poisson 

distribution, it has the following iterative equation: 

 

( ) ( )
( )

( ) ( )
( )

1 ,
, , ,

, ,

l l

k

h a b
g a b g a b f a b

f a b g a b

+
  
 =  
    

 (2) 

 

Lucy-Richardson algorithm makes gm(a,b) converge to 

g(a,b) by iterative process of image itself. 

In case of the motion blur of the digital images collected by 

the industrial Internet of Things caused by vibration, the 

direction and amplitude of vibration are uncertain, so it is 

inappropriate to use the previous algorithm to restore the 

images under the working conditions with high time 

requirements. In this article, the blind deconvolution 

restoration method, which can estimate the point spread 

function, is used to restore the collected digital images. Figure 

2 shows the execution flow of blind deconvolution restoration 

method. Assuming that the digital images collected by the 

original industrial Internet of Things, the point spread function 

and the power spectrum of noise are represented by Rgg(v,v), 
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Rff(v,u) and Rmm(v,u), respectively, the following formula gives 

the calculation formula of the algorithm: 
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Figure 2. Execution flow of blind deconvolution restoration 

method 

 

 

3. ENHANCEMENT METHOD OF DIGITAL IMAGES 

COLLECTED BY INDUSTRIAL INTERNET OF 

THINGS 

 

In view of the infrared images that often appear in digital 

images collected by industrial Internet of Things, in order to 

make up for the loss of image gray level in the shooting 

process, the insufficient frequency of spatial sampling and the 

low resolution of the image caused by optical diffraction, this 

article selects adaptive histogram equalization algorithm to 

enhance the global contrast of digital images collected by 

industrial Internet of Things while retaining the details of the 

target area as much as possible. 

Let the probability distribution function after Gaussian 

filtering be represented by o'(GUl), the filtering window size 

by 2q1+1, and the one-dimensional Gaussian kernel function 

by L(j), then: 
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Then, the local histogram of digital image is roughly 

smoothed by the data smoothing method based on LOWESS, 

and the minimum value of the new image probability density 

function is obtained based on the following formula:  
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In order to distinguish the foreground and background areas 

of digital images collected by the industrial Internet of Things, 

let the total number of gray levels and the cumulative density 

function in the interval [ni,ni+1] be represented by Mi and Di 

respectively, the gray density of each interval can be 

calculated based on the following formula: 
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If the value of Πi is small, it can be judged as the foreground 

area, and if it is large, it can be judged as the background area. 

Based on the theory of local maximum intra-class variance, a 

adaptive threshold Π* can be obtained to judge the foreground 

and background areas, and the histograms of the two types of 

areas can be distinguished by the following formula:   
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Further, sub-histograms of foreground and background 

areas can be processed based on different enhancement 

strategies.  

 

 

4. INTELLIGENT RECOGNITION OF DIGITAL 

IMAGE TARGETS COLLECTED BY INDUSTRIAL 

INTERNET OF THINGS  

 

Compared with traditional digital image processing 

methods, it is faster and more accurate to use deep learning to 

intelligently identify targets from digital images collected by 

industrial Internet of Things. Based on U-net convolution 

network, this chapter constructs the target recognition model 

of digital images collected by industrial Internet of Things. 

This model can realize the automatic segmentation of digital 

images collected by the industrial Internet of Things, and lay 

a foundation for the follow-up supervision, monitoring, 

detection and tracking of the industrial Internet of Things. 

Whether the mean square error loss function or the average 

absolute error loss function is used, the error function of the 

model needs to conform to the hypothesis of Gaussian 

distribution or Laplace distribution; otherwise it will lead to 

poor error loss effect. This article uses GDL (Generalized Dice 

Loss) loss function, which is commonly used in medical image 

segmentation, to obtain strong small target recognition ability 

of digital images collected by industrial Internet of Things. 

Assuming that the actual value of the pixel of category k at the 

m-th position of the digital image collected by the industrial 

Internet of Things is represented by skm, the corresponding 

prediction probability value is represented by okm, and the 
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weight of each category is represented by qk, the following 

formula gives the functional expression:   
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qk can be obtained based on the following formula:  
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For the target to be recognized in the digital image collected 

by the industrial Internet of Things, each classified sample has 

a GDL loss function, and qk is inversely proportional to the 

image area size. To a certain extent, this reduces the influence 

of the area occupied by the target in the digital images 

collected by the industrial Internet of Things on the 

recognition effect of the recognition model, and is suitable for 

product quality supervision or the recognition and 

classification of small defects of the target. In order to fully 

consider the characteristics of all classified samples, this 

article uses the full gradient descent algorithm to optimize the 

recognition model. Let the number of samples be represented 

by n, and the following formula gives the expression of the 

target function: 
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The two-sided derivation of the above formula is as follows:  
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In the process of model iteration, the weights are 

continuously updated, then:  
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U-net convolution network consists of convolution layer, 

pooling layer and full connection layer. In order to accurately 

extract the target features of digital images collected by the 

industrial Internet of Things, multi-layer convolution layers 

are usually set in the network model, and multiple convolution 

kernels in the convolution layer are used for convolution 

operation to obtain the target feature response map. Set the 

integrable continuous functions on ℝ as g(a) and h(a), the 

following formula gives the convolution calculation formula:  
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In order to improve the performance of target recognition 

model for digital images collected by industrial Internet of 

Things, this article introduces spatial convolution pooling 

pyramid and improved convolution module Inception to 

optimize the structure of U-net convolution network. 

Pyramid pooling of porous space consists of two parts, 

namely, cavity convolution module and pyramid pooling 

module. Figure 3 shows the structure diagram of pyramid 

pooling of porous space. This module is designed to adjust the 

receptive field of convolution kernel without changing 

parameters and image resolution. 

 

 
 

Figure 3. Structure diagram of pyramid pooling of porous 

space 

 

The Inception module is designed to realize feature 

extraction of digital images collected by industrial Internet of 

Things with different sizes through multiple convolution 

kernels. Figure 4 shows the structure diagram of the improved 

convolution module Inception. Figure 5 shows the schematic 

diagram of the improved model architecture.  

 

 
 

Figure 4. Structure diagram of improved convolution module 

Inception 

 

 
 

Figure 5. Schematic diagram of improved model architecture 
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In view of the difficulty in obtaining digital images 

collected by the public industrial Internet of Things, this article 

expands based on the existing 400 digital images of industrial 

production process. The horizontal image expansion formula 

and the vertical image expansion formula are given by the 

following formula: 
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5. EXPERIMENTAL RESULTS AND ANALYSIS 

 

 
 

Figure 6. Digital image histogram after adaptive histogram 

equalization 

 

Figure 6 shows the digital image histogram after adaptive 

histogram equalization. As can be seen from the figure, after 

adaptive histogram equalization, the gray level range of digital 

images collected by industrial Internet of Things is expanded 

to [0, 255], the contrast and brightness of the image are 

enhanced, and the details of the target features in the image 

can be clearly seen, but at the same time, the image noise is 

also amplified, so it is necessary to restore the image before 

histogram equalization. Figure 7 shows the fitting curve of 

probability density function after image restoration processing. 

 

 
 

Figure 7. Probability density function after image restoration 

processing 

The quality of restored and enhanced images is 

quantitatively analyzed, and the evaluation indexes selected 

include MSE, PSNR and MSSIM. The restored and enhanced 

digital images are compared with their corresponding high-

quality gray-scale digital images, and three image 

preprocessing methods are set: only enhancement without 

restoration, only restoration without enhancement, and 

enhancement and restoration without smoothing. The 

experimental results are given in Table 1. 

 

Table 1. Image quality evaluation results of restoration and 

enhancement algorithms 

 

 

Target 

area 

number 

Method 

I  

Method 

II 

Method 

III 

Method 

used 

MSE 

1 6.528 5.314 8.362 3.625 

2 14.205 8.025 15.927 7.392 

3 8.269 6.274 11.041 4.015 

PSNR 

1 11.025 13.602 8.062 13.527 

2 7.419 8.274 6.341 9.514 

3 9.528 14.629 8.295 13.627 

MSSIM 

1 0.436 0.314 0.539 0.439 

2 0.517 0.459 0.547 0.527 

3 0.609 0.431 0.619 0.641 

 

It can be seen from the above table that the images 

processed by the restoration and enhancement algorithm have 

obtained smaller MSE values and larger PSNR values and 

MSSIM values, which verifies that the digital images collected 

by the industrial Internet of Things after restoration and 

enhancement are closest to the real images of industrial 

production scenes, and is beneficial to further intelligent image 

recognition. 

 

 
 

Figure 8. Accuracy of target recognition under different 

feature vector dimensions 

 

After the feature vector expression of image targets is 

determined, in order to fully consider the features of all 

classified samples, it is necessary to select the length of feature 

vector according to the actual situation. In order to find the 

best feature vector dimension, this article designs related 

experiments to test the target recognition accuracy under 

different feature vector dimensions. The corresponding 

experimental results are given in Figure 8. 

It can be seen from the figure that with the increase of 

feature vector dimension, the average recognition accuracy of 
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image targets gradually increases and tends to be stable. After 

analyzing the variation curve of the average recognition 

accuracy, this article decides to take the feature vector 

dimension as 15, under which the recognition accuracy is ideal 

and the computational complexity of the model is moderate. 

 

Table 2. Performance comparison of different target 

recognition models 

 

Index  
Sample 

No. 

Traditional 

U-net 

Faster 

R-CNN 

Model 

used 

Accuracy 

1 0.652 0.569 0.857 

2 0.614 0.427 0.841 

3 0.736 0.536 0.836 

4 0.741 0.574 0.859 

5 0.759 0.596 0.827 

6 0.725 0.538 0.802 

Recall rate 

1 0.847 0.836 0.901 

2 0.826 0.814 0.947 

3 0.814 0.825 0.958 

4 0.803 0.858 0.936 

5 0.827 0.836 0.901 

6 0.825 0.827 0.914 

Cross-

merger ratio 

1 0.725 0.734 0.857 

2 0.869 0.749 0.841 

3 0.825 0.735 0.825 

4 0.835 0.758 0.804 

5 0.847 0.736 0.869 

6 0.725 0.795 0.837 

 

In order to further verify the effectiveness of the target 

recognition model of digital images collected by the industrial 

Internet of Things built in constructed herein, this article 

compares the performance of the improved U-net model, the 

traditional Faster R-CNN model and this model. The 

comparison results are given in Table 2. It can be seen from 

the table that the maximum target recognition accuracy of this 

model can reach 0.958, while the traditional U-net model and 

Faster R-CNN model are only 0.847 and 0.858. At the same 

time, the recall rate of this model is higher and the false 

detection rate is lower than the other two models. Compared 

with the traditional U-net model before the improvement, this 

model introduces spatial convolution pooling pyramid and 

improved convolution module Inception, which expands the 

receptive field of convolution layer, ensures that the 

segmentation result of the images is closer to the real scene of 

industrial production, and has stronger recognition ability to 

the target area. 

 

 

6. CONCLUSION 

 

This article studies the intelligent recognition method of 

digital images on production data collected by industrial 

Internet of Things. Firstly, the video or image data collected 

by the industrial Internet of Things monitoring platform are 

preprocessed to achieve the purpose of image clarity and 

targeting. It includes constrained least square restoration and 

Lucy-Richardson restoration for image blur caused by defocus, 

and blind deconvolution restoration for image motion blur 

caused by vibration. The adaptive histogram equalization 

algorithm is described in detail, and it can enhance the global 

contrast of digital images collected by industrial Internet of 

Things while retaining the details of the target area as much as 

possible. Based on U-net convolution network, the target 

recognition model of digital images collected by industrial 

Internet of Things is constructed, and spatial convolution 

pooling pyramid and improved convolution module Inception 

are introduced to optimize the model. Experimental results 

verify the effectiveness of the model. 

The experimental results show the digital image histogram 

after adaptive histogram equalization and the fitting curve of 

probability density function after image restoration. The 

quality of restored and enhanced images is quantitatively 

analyzed, and the effectiveness of the proposed restoration and 

enhancement algorithms is verified. Comparing the 

performance of different target recognition models further 

verifies the effectiveness of the target recognition model of 

digital images collected by the industrial Internet of Things 

built in constructed herein.  
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