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NOMENCLATURE 

 

Notation Description 

θ The angle between two different gray levels 

δ The distance between two different gray levels 

єr Row offset 

єc Column offset 

RS, RE Start and end index of rows respectively 

CS, CE Start and end index of columns respectively 

P Pixel value of current index 

r' Offset index of current pixel for row 

c' Offset index of current pixel for column 

P' Pixel value of offset index 
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