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In the last four decades, medicine and healthcare have made revolutionary advances. During 

this time, the true causes of many diseases were discovered and new diagnostic procedures 

were devised and new remedies were invented. Globally, cancer is one of the serious 

diseases, which has become a widespread medical issue. A credible and early finding is 

especially important to reduce the risk of death. In any way, it is a difficult task that relies 

on the expertise of histopathologists. If a histologist is unprepared, a patient’s life may be 

put in danger. Deep learning has gotten a lot of attention recently and is being used in 

medical imaging analysis. Artificial Intelligence (AI) can be used to automate cancer 

detection. To better classify and for quality improvement of histopathology images, 

visualization techniques GradCam and SmoothGard are applied. This objective can be 

achieved by evaluating histopathological images of five types of colon and lung tissues 

using MobileNetV2 and InceptionResnetV2 models. These proposed models have 

accurately identified cancer tissues to a maximum of 99.95%. These models will assist 

medical professionals in the advancement of an automated and authentic system for 

detecting different types of colon and lung cancers. 
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1. INTRODUCTION

Cancer is caused by the formation of abnormal cells in the 

body as a result of random mutations. These abnormal cells 

are divided rapidly and spread throughout the body. It is the 

second leading cause of death worldwide, after cardiovascular 

disease. In 2020, approximately 18 million new cancer cases 

and 9.55 million deaths were reported worldwide [1-3]. The 

brain, lungs, breasts, liver, rectum, colon, stomach, skin and 

prostate are the most commonly affected organs in the most 

common cancers in both men and women [4-6]. Behavioral 

characteristics like a high BMI, cigarette and alcohol use, 

physical carcinogens like UV rays, radiation biological and 

genetic carcinogens are all known to cause cancer [7]. 

Incredibly, a solution for this issue goes under non-drug or 

prosperity sciences space advanced greater progression all 

through ongoing years appeared differently in relation to other 

sensible and mechanical disciplines. The machine learning has 

numerous applications in Pathology, ranging from disease 

diagnosis to intelligent systems that can prescribe traditional 

drugs based on a patient's symptoms [8]. The latter field is still 

in its infancy, and much more research is required before such 

applications may be used in clinical settings. Despite this, it 

establishes potential perfuses and AI as it can be used in the 

medical field in the future. Machine learning methods are used 

in the classification and prediction on variety of biological 

signals. Deep Learning algorithms (DLs) are used to process 

images and videos [9]. Deep Learning implements artificial 

neural networks to improve pattern recognition. Medical 

diagnosis has clearly taken on a new dimension as a result of 

AI. This research describes the results of a comparable effort. 

For innovative classification of five different types of colon 

and lung tissues, Convolutional Neural Network (CNN) 

pretrained models are used. The results show that the model 

can correctly classify lung and colon cancer. 

2. LITERATURE REVIEW

In 2018, a method for predicting lung cancer using photos 

from numerous sources based on glow worm swarm 

optimization (GSO) is proposed [10], which achieved a 

maximum accuracy of 97% by using Recurrent Neural 

Network (RNN). Using a dataset of over 50,500 CT scan 

images, they developed and tested a CNN-based method for 

lung cancer detection [11]. The cancerous nodule in the lung 

was found using ResNet50, a CNN-based learning system [12]. 

Among the other learning methods like Transfer Learning, 

ImageNet, MobileNet, Xception and InceptionV3, a method 

for detecting and categorizing lung cancer stages using 

computer-aided diagnosis (CAD) is used [13]. The researchers 

used CNN and DFCNet models to test on six different datasets 

and developed an RF-based classification algorithm to predict 

colon cancer using histopathological images [14]. After 

converting RGB images to HSV plane, wavelet decomposition 

is used to extract features, which achieved an 85.4% 

classification accuracy. A Faster RCNN based system was 

used to detect colon cancer [15]. For classification and 

regression losses, an approximate joint optimization technique 

is employed, which achieved 96% accuracy for detecting 

polyps in colonoscopy images [16]. An automatic cancer 

screening of CT scan images by researchers in 2019 [17], used 

smoothing normalization and Wolf heuristic feature selection 

processes to de-noise the images. By using Discrete AdaBoost 
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optimized and Ensemble Learning Generalized Neural 

Network (DAELGNN), a classification accuracy of 97% is 

achieved. FTIR spectroscopic data was used to classify the risk 

of colon cancer in one study [18], which achieved a 

classification accuracy of 95.71%. In 2020, a colon cancer 

diagnosis technique based on CNN-based and ROI feature 

learning is used. To increase the sample size, Generative 

Adversarial Networks (GANs) are used to create new CT scan 

images from the LIDC and IDRI databases, resulting in 93.9% 

accuracy [19] using CNN-based classification algorithms. On 

the basis of CT scan images, a light CNN architecture-based 

lung nodule detection algorithm was implemented [20]. Based 

on the above references, a system with higher histopathologic 

images, a greater number of features to extract, enhanced 

image quality with MobileNetV2 and InceptionV2 models for 

effective classification of colon and lung cancer is proposed. 

 

 

3. VISUALIZATION TECHNIQUES 

 

Activation maps are useful for highlighting important areas 

of an image where there is a lot of activity. It gives a peace of 

mind to the users when their work is being done correctly. 

Class activation and saliency maps are visualized using the 

GradCam and SmoothGrad visualization techniques. Saliency 

maps include the SmoothGrad and Vanilla [21]. Class 

activation maps use gradients of the output layer with respect 

to the input image to show how the output value changes to its 

corresponding inputs [22-24]. GradCam, Scorecam and other 

initiatives do not use gradients, but rely on the penultimate 

level to retrieve lost space information in dense layers. To 

classify cancerous and noncancerous images on the LC25000 

dataset using the MobileNetV2 and InceptionResnetV2 

models, Figure 1 depicts the visualization of colon and lung 

cancer images using GradCam and SmoothGrad gradient-

based class activation and saliency maps. The MobileNetV2 

and InceptionResnetV2 models are used to categorize 

cancerous and non-cancerous images for the colon and lung. 

 

3.1 GradCam 

 

GradCam makes use of target concept gradients that flow 

into CNN's final convolutional layer. 

Calculating the gradient of the class (𝑦𝑐) and the feature map 

(𝐴𝑘) of a convolutional layer, i.e. 
∂yc

∂Ak for any class c, results in 

the generation of a localization map Lgrad-cam
c ∈ RUXV, where 

U represents width and V represents height for any class c [25]. 

 

𝛼𝑘
𝑐 =

1

𝑧
𝛴𝑖𝛴𝑗

𝜕𝑦𝑐

𝜕𝐴𝑘ij
 (1) 

 

𝐿grad− cam
𝑐 = 𝑅𝐸𝐿𝑈(𝛴𝑘𝛼𝑘

𝑐𝐴𝑘) (2) 

 

3.2 SmoothGrad 

 

Vanilla saliency or SmoothGrad can be used to visualize 

saliency maps. SmoothGrad was used for noisy images. It adds 

noise to the input image in order to improve the saliency maps. 

The final classification class (x) is derived after computing 

class 𝑆𝑐 for each class 𝑐𝜖𝐶. An input image x, the classification 

class (x) is: 

 

𝑐𝑙𝑎𝑠𝑠(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑐∈𝐶𝑆𝑐(𝑥)  (3) 

Differentiating 𝑆𝑐 w.r.t. input x yields the sensitivity map 

𝑀𝑐(𝑥). 

 

𝑀𝑐(𝑥) =
𝜕𝑆𝑐(𝑥)

𝜕𝑥
  (4) 

 

The Sc gradient has been shown to cause rapid fluctuations. 

The neighbourhood average of gradient values was used to 

improve sensitivity maps after smoothing 𝜕𝑆𝑐 with a Gaussian 

kernel. For an input image x, the smoothed gradient Mc
(X) is 

represented by: 

 

Mc
(X)  =

1

𝑛
∑

𝑛
𝑖

(𝑀𝑐(𝑥 + 𝑁(0, 𝜎2)) (5)  

 

where, n denotes the number of samples, 𝑁(0, 𝜎2) denotes 

Gaussian noise with standard deviation, 𝜎 and 𝑀𝑐 denotes an 

unsmoothed gradient. 

 

 
 

Figure 1. Visualization of colon and lung cancer 

histopathology images using GradCam and SmoothGrad 

 

 

4. PROPOSED METHODOLOGY AND RESULTS 

 

The Convolutional Neural Network (CNN) is a Deep 

Learning system that prioritises various aspects of an input 

image. It is used to differentiate one image from another based 

on its characteristics. Two CNN convolutional layers are used 

in this system. For each convolutional layer, convolutional 2D 

is used. ReLu activation is used in both of the convolutional 

2D layers. Two Dense Layers are used to achieve total 

connectivity. The first dense layer is activated with ReLu, 

while the second dense layer is activated with Sigmoid. Figure 

2 depicts the architecture of the proposed methodology. Here, 

MobileNetV2 and InceptionResnetV2 are used to classify 

colon and lung cancer histopathology images. These two 

pretrained models are used on 25,000 images of colon and lung 

cancer dataset. The two CNN pretrained models achieved best 

classification accuracy. The performance evaluation of 

InceptionResnetV2 model is 99.56% for precision, 99.56% for 

recall, 99.65% f1-score and 99.86% of overall accuracy. The 

performance evaluation of MobileNetV2 is 99.75% for 

precision, 99.76% for recall, 99.75% f1-score and 99.96% of 

overall accuracy. Compared to existing methods, these two 

pretrained models generated best results. 
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Figure 2. Basic architecture of the proposed methodology 

 

The MobileNetV2 classifier is used to categorize image data. 

The pooling method is the most important element from the 

filtered feature map area known as the highest-capacity 

pooling layer. Max-pooling reduces image dimensionality by 

reducing the number of pixels in the output. Figure 3 depicts 

our research model, the max pooling layer. 

 

 
 

Figure 3. Architecture for max pooling 

 

This pooling method selects the average element from the 

feature map filters for the covered region. All values are 

counted and average pooling is used to pass them to the next 

layer. Implying that in a thorough computation, all values are 

used. The proposed research model's foundation is the 

Average Pooling Layer whose architecture is depicted in 

Figure 4. 

 

 
 

Figure 4. Architecture for average pooling layer 

 

4.1 MobileNetV2 classifier 

 

The first fully convolutional layer of MobileNetV2 model 

has 32 filters and only 19 bottleneck layers. It is used in 

classifying images. Two new blocks are available in 

MobileNetV2. i. A two-stretch downsizing block ii. a residual 

block of one stride. Each block has three levels. ReLU 

activation is used in the first layer of 1×1 convolution. With 

the exception of some nonlinearity, the second layer adds a 

depth wise and the third layer is also a 1×1 convolution. In the 

third layer, the ReLu activation mechanism is frequently used. 

The model's architecture is depicted in Figure 5. 

 
 

Figure 5. Basic architecture for MobilenetV2 

 

4.2 InceptionResNetV2 

 

The ImageNet database was used to train the 

InceptionResNetV2 convolutional neural network. Using a 

164-layer network, images can be classified into 1,000 

different object categories. As a result, the network learns a 

diverse set of rich feature representations for various images. 

The network takes a 224×224 image as input and produces a 

list of estimated class probabilities as output, which is based 

on the Inception structure as well as the residual link. The 

Inception-Resnet block combines convolutional filters of 

varying sizes with residual connections. The use of residual 

connections eliminate the degradation problem caused by deep 

structures and also cuts the training time into half. The 

InceptionResnetv2 network architecture is depicted in Figure 

6. 

 

 
 

Figure 6. Architecture for InceptionResnetV2 

 

The classification task in this experiment is performed using 

pre-trained CNN models MobileNetV2 and 

InceptionResnetV2, which include lung cancer subtype 

classification and identification of malignant and benign colon 

histological image classification. Test predictions, which 

make up 30% of the total data are made to assess the model's 

performance, Precision, Recall, F1-score, and Accuracy are 

used. The visual analysis of model performance while training 

the test, validation data, training loss, validation loss, training 

accuracy and validation accuracy with respect to epochs 

plotted is represented. The evaluation metrics for the 

MobileNetV2 and InceptionResnetV2 models are summarized 

in Table 1. According to the observed results, these two 

models have almost achieved 100 percent precision, accuracy, 

recall, and f1score classification. 

Figure 7 and Figure 8 depict the performance estimation of 

different approaches in terms of evaluation metrics and 

accuracy. It is the comparison of existing and different 

strategies in terms of evaluation metrics for histopathology 

image dataset. The proposed MobileNetV2 and 
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InceptionResnetV2 models achieved maximum percentage of 

accuracy than existing approaches, which is indicated in the 

above graph. Finally, the proposed MobileNetV2 and 

InceptionResnetV2 approach executes more efficiently when 

compared with existing approaches by obtaining the highest 

accuracy value of 99.95%. 

 

 
 

Figure 7. Performance of evaluation metrics 

 
 

Figure 8. Accuracy comparison of proposed MobileNetV2 

and InceptionResnetV2 models with existing approaches 

 
Table 1. Comparative results with other methods 

 
Cancer type Models Precision Recall F1-score Accuracy 

Colon cnn 90.25 74.32 68.52 71.3 

Lung restNet50+svm rbf 93.2 73.5 85.4 79.2 

Colon sc-cnn 82.2 77.6 83.2 80.4 

Lung msrc 88.2 85.2 91.2 87.3 

Colon Resnet50 94.1 95.65 96.22 96.37 

Lung & colon cnn 95.89 96.29 96.32 96.42 

Lung cnn 96.8 96.9 97.02 97.05 

Lung cnn 96.9 97.22 97.22 97.22 

Lung daelgnn 98.3 97.32 97.32 97.6 

Lung EM 95.2 96.8 97.6 97.9 

Colon fasterRcnn 96.5 97.8 96.9 98.32 

Colon& lung(proposed) MobileNetV2 and InceptionResnetV2 99.95 99.8 99.9 99.95 

 

 
5. CONCLUSIONS 

 
In the recent years, cancer has become a more prevalent 

disease around the world, with an increase in cancer-related 

mortality rates. According to various studies, colon and lung 

cancers have the lowest survival rates among cancer cases. 

Early cancer detection and treatment are critical in this case. 

This experiment proposed the MobileNetV2 and 

InceptionResnetV2 models for image-based early detection of 

lung and colon cancers. For visualization GardCam and 

SmoothGard were given a new perspective with the proposed 

approach. As a result, the accuracies of colon and lung cancers 

were 99.95% and 99.86% respectively. The proposed method 

has achieved an overall accuracy of 99.95%. In the 

classification of cancer images, the complementary rule in the 

set was used. It used GradCam and SmoothGard visualization 

techniques which contributed to the overall improvement of 

the performance of the proposed system. The proposed models 

obtained better results when compared to the existing 

approaches. The proposed approach will be improved in the 

future by incorporating structuring techniques along with 

optimization algorithms for various datasets. 
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