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This study intends to propose a PD detection using spiral sketching and CNN. The 

fundamental idea is to analyze a person's spiral drawings and classify them as healthy or 

having Parkinson's disease. Spiral sketches drawn by healthy people look almost like 

standard spiral shapes. However, the spirals drawn by people with Parkinson's disease look 

distorted because they deviate significantly from their perfect spiral shape due to slow 

movement, and poor hand-brain coordination. In this paper Convolution, Neural Network 

is used to detect Parkinson’s, and 83.6% classification accuracy is obtained. 
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1. INTRODUCTION

PD is indeed the second most frequent neurological 

condition in the elderly, after Alzheimer's. The exact etiology 

of Parkinson's disease is unknown; however, genes and 

environment have a role. Parkinson's disease symptoms are 

normally appeared gradually and progressively worsen. 

Patients may find it difficult to walk and speak as their 

sickness develops. Parkinson's disease affects both males and 

women. Men are around 50% more likely affected than 

women with this disease. Parkinson's disease has an evident 

risk factor: age. The majority of persons with Parkinson's 

disease acquire symptoms around the age of 60, however 

about 5-10% of those who show symptoms before the age of 

50 have "early onset" disease. Parkinson's disease is hereditary 

in many cases, but not all. Some varieties are linked to specific 

genetic abnormalities [1-3]. Patients experience resting 

tremors, bradykinesia, and stiffness issues as a result of this. 

Fatigue, anxiety, depression, slowed thinking, and voice 

troubles are some of the additional symptoms. 

Dopamine’s a sort of neurotransmitter generated by neurons 

that helps them convey signals to other neural connections. 

Degeneration among these dopamine neurons in the 

substantial nigra causes Parkinson's disease. Movement 

abnormalities are caused by neurons dying or becoming 

damaged, which produces less dopamine. Scientists are still 

unsure what causes dopamine-producing cells to die. Nerve 

endings that produce norepinephrine, a crucial chemical 

messenger of the sympathetically nervous system that controls 

numerous physical activities such as increased heart rate, are 

also lost in people with Parkinson's disease [4-5]. Fatigue, 

uneven blood pressure, slower food passage through the 

gastrointestinal, and a quick decrease in the level when a 

person sits or sticks up from a reclining position are all 

symptoms of norepinephrine loss in Parkinson's disease. It 

might assist in understanding some of the characteristics. 

Lewy bodies, an aberrant mass of the protein -synuclein, are 

found in many brain cells in persons with Parkinson's disease. 

Scientists are striving to figure out, how alpha-synuclein 

functions normally and abnormally, as well as the genetic 

abnormalities that cause PD and Lewy body neurological 

diseases. In some PD effected persons occurrences of 

Parkinson's disease appeared to be hereditary and, in few cases, 

PD can be linked to specific genetic changes, the disease is 

most often unintentional and not runs in families. Many 

experts now believe Parkinson's disease is caused by a 

combination of hereditary and environmental factors, such as 

toxic exposure. PD is a progressive neuro-degeneration that 

affects the human brain's motor system. Early dosing can give 

the patient immediate comfort while also slowing the progress 

of Parkinson's disease [6-8].  

Impaired handwriting in PD patients may appear years 

before a clinical diagnosis is made and, thus, could be the first 

signs of possible PD. By assessing handwriting via a digitizer, 

which measures the mean pressure and means velocity, as well 

as the spatial and temporal characteristics of every stroke [9]. 

Correct PD detection is a difficult task. If a patient has PD but 

is mistakenly diagnosed as healthy, the illness can progress 

and become difficult to manage. Several medical tests can 

detect it. However, because it's far linked to organic alterations 

in the brain, detection by visible image evaluation is the best 

strategy. PET and SRECT are imaging techniques commonly 

used in the diagnosis of Parkinson's disease. Furthermore, few 

studies show that those imaging modalities may accurately 

diagnose Parkinson's disease. [10-11]. However, medical 

experts do not choose to adopt those strategies because of their 

sensitivity and high expense. Magnetic Resonance Imaging 

(MRI) is still a harmless screening tool that is rarely used to 

detect Parkinson's disease. However, recent advances in MRI 

have made identification more straightforward. Bayes, 

Decision Tree, Support Vector Machine (SVM), and Artificial 

Neural Network are some of the classifying algorithms that 

have been employed to detect PD in MRI images. 

CNNs (Convolutional Neural Networks) are ubiquitous. 

This is the most often used deep learning architecture. 

Convolutional Neural Network (CNN) is a biologically 

stimulated Deep Neural Network (DNN) technique that does 

not require hand-made skills. CNN's self-characteristic 
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mastery capability allows it to exceed many fresh results in 

computer vision problems [12-14]. The enormous popularity 

and efficacy of convnet have sparked a recent surge in 

curiosity in deep learning. CNN has become the go-to resource 

for image-related difficulties. They blow the competitors out 

of the water in terms of precision. It also applies to suggested 

systems, speech recognition, and other areas. The fundamental 

advantage of CNN over its counterpart is that it discovers 

essential traits without the need for human intervention. Many 

photographs of cats and dogs, for example, are used to teach 

students about the self-looking functions for every class. CNN 

is also efficient mathematically. Using specific search and 

pool procedures, perform a parameter release. CNN models 

may now run across any device, offering them globally 

appealing. Everything about the sounds seems to be a pure 

enchantment. A model that uses automatic feature extraction 

to reach superhuman precision. Hopefully, this information 

will assist us in unraveling the mystery surrounding this 

incredible technology [15] 

Using Spiral Drawings as well as Convolutional Neural 

Networks, this research provides a solution for identifying 

Parkinson's disease (CNN)as shown in Figure 1. The Google 

collab platform is utilized for implementation since it allows 

for the seamless execution of python notebooks for building 

AI structures that can eventually be deployed on the border. 

Figure 1. CNN – 4-layer architecture 

2. METHODOLOGY

2.1 Dataset 

The Parkinson drawing collection was used in this study. 

Images of spirals and waves painted in healthy people and 

persons with Parkinson's disease are included in the dataset. 

Only spiral drawings are used to classify this item. With no 

need to actively separate the dataset because it already 

comprises a train set as well as a test set. 

The researchers looked at 55 age-matched volunteers 

ranging from UPDRS = 0 (CG) to significantly disturbed 

patients (UPDRS> 24). All PD subjects were enrolled via 

Dandenong Neurology's PD Outpatient Department in 

Melbourne, Australia, while CG subjects were recruited 

through word-of-mouth and correctly placed posters from 

multiple aged care homes. All of the participants were 

dominantly right-handed. CG individuals were chosen to 

closely resemble the age and gender distribution of PD patients. 

Skeletal injuries, neuroma and musculoskeletal problems, and 

excess levodopa medicines that cause dyskinesias were also 

considered exclusion criteria. The investigation was carried 

out on Parkinson's disease patients who were taking levodopa. 

Table 1 shows demographic and clinical information. 

Table 1. Participant’s demographic and clinical information 

Control 

group 

Parkinson’s 

disease 

Demographics 

Number of subjects,n 28 27 

Age, years 71.32±7.21 71.41±9.37 

Gender male/female 21/6 22/6 

Clinical information 

Disease duration, years - 6.7±4.44

Unified Parkinson’s Disease 

Rating Scale-III 
- 17.59±7.69

Values are represented as mean±SD 

A certified neurologist assessed the severity of myopathy in 

all patients using Section 3 (Q1831) of both the UPDRS score 

and the general PD staging was determined using the modified 

Hoehn & Yahr measure (H & Y). Has been executed. CG has 

no PD symptoms indicated by SL 0. Additional groups were 

categorized as SL: 1–3 based on the UPDRS III (20) and also 

the updated H and Y evaluations (21, 22). (See Table 2). There 

were no late-stage illnesses or bedridden patients. 

Table 2. Groupings depend on severity 

SL 
Numberof 

subjects 

Unified 

Parkinson’s 

Disease 

Rating 

Scale 

(UPDRS) Sec 

III score(0-

56) 

UPDRS 

Means±SD 

Modified 

H&Y 

stages (Sec 

V) 

0 28 0 - 0 

1 12 ˃0 and ˂15 10.75±2.18 1, 1.5 

2 8 ≥15 and ≤23 18.38±2.83 2, 2.5 

3 7 ˃24 28.43±2.64 ≥3 

2.2 Data distribution 

The following charts show the data spread of the Train and 

Test sets. When a data set is divided into such a training dataset 

and then a testing set, the 75% of the data should be used for 

training, and a 25% is utilized for testing. 

Figure 2. No. of training images per category 
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Figure 3. No. of testing images per category 

 

The information is already balanced, as shown in Figure 2 

and Figure 3. However, both the train and test sets of the 

dataset have much fewer photos per category. As a result, the 

next part shows how to extend the dataset to create artificial 

visuals for training and validation. 

 

2.3 Data augmentation 

 

In data analysis, data extension is a technique for adding a 

slightly tweaked replica of current data or freshly created 

synthetic data utilizing existing data to enhance the quantity of 

data available. When building machine learning models, it 

functions as a regularized and helps to reduce overfitting. This 

is directly related to data analysis oversampling. Machine 

learning applications are quickly diversifying and expanding, 

particularly in deep learning. Data augmentation technology 

has become an essential tool for addressing artificial 

intelligence's difficulties. By adding new examples to training 

datasets, data enrichment improves the performance and 

outputs of machine learning models. The model's effectiveness 

will be substantially better if the dataset is rich & sufficient. 

Collecting and categorizing data for machine learning 

techniques can be a time-consuming and costly procedure. 

Data augmentation technology will help enterprises decrease 

these operational costs by transforming datasets. Cleaning the 

data is one of the phases in the data model. For fidelity models, 

this is required. However, if cleaning diminishes the data's 

expressiveness, the model will be unable to produce good 

estimations for the respondents. By introducing variations that 

that model can observe in the actual world, data augmentation 

technologies have made machine learning models more 

resilient. The code below shows how to leverage the data 

expansion procedure to make an image and raise the dataset's 

size artificially. To create a new image, I am using the image 

data generator. Because the image is a spiral, it may be turned 

to any degree without losing its meaning. The rotational range 

is set at 360. You can experiment with the Image Data 

Generator class's other image conversions. However, be 

cautious when using extensions, as some changes can degrade 

the CNN model's accuracy. While training your model, Image 

Data Generator allows me to scale images in real-time. Any 

random transformation can be applied to the training image 

provided to the model. This not only strengthens the model but 

also saves memory. 

2.4 Visualize images of trains and test sets 

 

Here we visualize the images contained in the dataset. 

1) Images in train set: This is the output you get when 

you run the code to visualize the image. Figure 4 shows a spiral 

drawing image created by a healthy person, and Figure 5 

shows a spiral drawing image created by a person with 

Parkinson's disease in a training dataset. 

 

 
 

Figure 4. Spiral by a healthy person 

 

 
 

Figure 5. Spiral drawing by the individual who has 

Parkinson’s disease 

 

2) Images in the test set: Figure 6 shows a spiral drawing 

image created by a healthy person, and Figure 7 shows a spiral 

drawing image created in the test dataset by a person suffering 

from Parkinson's disease. 

 

 
 

Figure 6. Spiral drawing by a healthy person 
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Figure 7. Spiral drawing by a person having Parkinson’s 

disease 

 

2.5 The data distribution after augmentation 

 

The following Figures 8 and 9 show the distribution of the 

dataset after the expansion process performed in the above 

area. 

 

 
 

Figure 8. No. of images per category after augmentation 

 

 
 

Figure 9. No. of the test set images after augmentation 

 

2.6 Convolution neural network model 

 

The implementation employs a CNN architecture that 

includes the following features: 

The model has four convolution layers with filters of 128, 

64, 32, and 32. Each convoluted layer is followed by a 

MaxPool 2D layer, which contains filters of varying filter sizes. 

Maximum pooling is a procedure that represents the 

Maximum score for each patch within every feature map. The 

convolution block is followed by two fully connected layers, 

which have been found to operate better than the typical 

pooling of machine learning applications such as image 

identification. With flattened inputs, a fully connected layer 

connects all neurons. The FC layer, if present, is usually found 

at the conclusion of the CNN design and can be utilized to 

optimize goals like class evaluation [16-22]. 

 

 

3. MODEL OVERVIEW 

 

This part gives an overview of the entire model. This 

includes four convolution layers, each convolution layer has a 

maxpool2d layer and two completely connected layers. 

 

Model: sequential 1 

 

Layer [type]                  Output Shape              Parameters  

--------------------------------------------------------------------------  

conv1 [Conv2D]                  (None, 128, 128, 128)            3328 

--------------------------------------------------------------------------     

max pooling2- 4 (MaxPooling2 (None, 40, 40, 128)          zero  

--------------------------------------------------------------------------       

conv2 [Conv2D]                    (None, 40, 40, 64)               204864     

max pooling2d-5 (MaxPooling2 (None, 12, 12, 64)          zero          

--------------------------------------------------------------------------  

conv3 [Conv2D]                    (None, 12, 12, 32)                18464      

-------------------------------------------------------------------------- 

Max pooling2d-6 (MaxPooling2  (None, 4, 4, 32)             zero          

------------------------------------------------------------------ ------- 

conv4 [Conv2D]                  (None, 4, 4, 32)                       9248       

--------------------------------------------------------------------------  

Max pooling2d-7 (MaxPooling2 (None, 1, 1, 32)                zero          

--------------------------------------------------------------------------  

Flatten-1 [Flatten]                   (None, 32)                              zero          

--------------------------------------------------------------------------  

Dropout-2 [Dropout]              (None, 32)                              zero          

-------------------------------------------------------------------------- 

fc1 [Dense]                             (None, 64)                              2112       

--------------------------------------------------------------------------  

Dropout-3 [Dropout]               (None, 64)                             zero          

--------------------------------------------------------------------------  

Fc2 [Dense]                             (None, 2)                                130        

-------------------------------------------------------------------------- 
238,146 parameters total 
238,146 trainable parameters 

Zero are non-trainable parameters. 

 

The first input layer has no learnable parameter. Parameters 

in the second 

𝑪𝑶𝑵𝑽𝟏(𝑓𝑖𝑙𝑡𝑒𝑟 𝑠ℎ𝑎𝑝𝑒 = 5 × 5, 𝑠𝑡𝑟𝑖𝑑𝑒 = 1) 

𝑙𝑎𝑦𝑒𝑟 𝑖𝑠 = ((𝑠ℎ𝑎𝑝𝑒 𝑜𝑓 𝑤𝑖𝑑𝑡ℎ 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟 

× 𝑠ℎ𝑎𝑝𝑒 𝑜𝑓 ℎ𝑒𝑖𝑔ℎ𝑡 𝑓𝑖𝑙𝑡𝑒𝑟 × 𝑠𝑡𝑟𝑖𝑑𝑒 + 1)

× 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠)

= (((5 × 5 × 1) + 1) × 128) = 3,328 

 

The pooling layer has no parameters. 

 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑜𝑢𝑟𝑡ℎ 𝑪𝑶𝑵𝑽2(𝑓𝑖𝑙𝑡𝑒𝑟 𝑠ℎ𝑎𝑝𝑒
= 5 × 5, 𝑠𝑡𝑟𝑖𝑑𝑒 = 1) 

𝑙𝑎𝑦𝑒𝑟 𝑖𝑠 = ((𝑠ℎ𝑎𝑝𝑒 𝑜𝑓 𝑤𝑖𝑑𝑡ℎ 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟 

× 𝑠ℎ𝑎𝑝𝑒 𝑜𝑓 ℎ𝑒𝑖𝑔ℎ𝑡 𝑓𝑖𝑙𝑡𝑒𝑟 
× 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑖𝑛 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑙𝑎𝑦𝑒𝑟 

+ 1) × 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠)

= (((5 × 5 × 128) + 1) × 64)

= 2,04,864 
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𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝐶𝑂𝑁𝑉3 = (((3 × 3 × 64) + 1) × 32)

= 18,464 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑖𝑛 𝑡ℎ𝑒 𝐶𝑂𝑁𝑉4 = (((3 × 3 × 32) + 1) × 32)

= 9,248 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝐹𝐶1 𝑙𝑎𝑦𝑒𝑟 𝑖𝑠 ((𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑎𝑦𝑒𝑟 𝑐 ×

× 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑙𝑎𝑦𝑒𝑟 𝑝) + 1 × 𝑐)

= (32 + 1) × 64 = 2112 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑖𝑛 𝑡ℎ𝑒 𝐹𝐶2 𝑙𝑎𝑦𝑒𝑟 𝑖𝑠

∶ ((𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑎𝑦𝑒𝑟 𝑐 × 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑙𝑎𝑦𝑒𝑟 𝑝)

+ 1 × 𝑐) = (64 + 1) × 2 = 130

The Adam Optimizer is used to train the model, which has 

a linear function of 3.15e5. Adam is a new optimization 

technique that can replace the classic gradient-descent method 

of updating network weights learned from the training data. 

Adam is not the same as the traditional stochastic gradient 

descent approach. For all weight updates, stochastic gradient 

descent uses a single learning algorithm (called alpha), which 

does not fluctuate during training. Each network component 

(parameter) maintains its learning rate, which is modified 

independently as learning occurs. The size of both the epoch 

& stack is set to 70 (seventy) and 128 (one hundred and twenty 

eight), correspondingly. 

4. MODEL PERFORMANCE

Model performance is measured using loss and efficiency 

charts and classification reports. Figures 10 and 11 shows the 

accuracy of the model. 

Figure 10. Model accuracy 

 Figure 11. Model loss 

Below the analysis and results the model of two photos. The 

following diagram depicts the outcomes: Figure 12 shows a 

model prediction image of a healthy subject, and Figure 13 

shows a model prediction image of a Parkinson's disease 

subject. 

Figure 12. Model prediction as healthy person 

Figure 13. Model prediction as person having disease 

This is the classification report has been shown in form of 

Confusion matrix in Table 3.

Table 3. Confusion matrix for Parkinson’s disease analysis 

Total=55 Predicate NO Predicate yes 

Actual No TN=21 FP=7 28 

Actual yes FN=2 TP=25 27 

23 32 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 = 
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙
×  100  =

25+21

55
 ×  100 = 83.6% (1) 

𝑬𝒓𝒓𝒐𝒓 𝒓𝒂𝒕𝒆 =
𝐹𝑃+𝐹𝑁

𝑇𝑜𝑡𝑎𝑙
 = 

7+2

55
  × 100 = 16.3% (2) 

𝑻𝒓𝒖𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝒓𝒂𝒕𝒆 (𝒓𝒆𝒄𝒂𝒍𝒍)=
𝑇𝑃

𝐴𝑐𝑡𝑢𝑎𝑙 𝑦𝑒𝑠

×100= 
25

27
 ×  100 = 92.5% 

(3) 

also known as “Sensitivity”. 

𝑭𝒂𝒍𝒔𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝑹𝒂𝒕𝒆  = 
𝐹𝑃

𝑎𝑐𝑡𝑢𝑎𝑙 𝑛𝑜.
 ×  100 = 7

28
 × 100

= 25% 
(4) 

𝑻𝒓𝒖𝒆 𝒏𝒆𝒈𝒂𝒕𝒊𝒗𝒆 𝑹𝒂𝒕𝒆 (𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚)=
𝑇𝑁

𝑎𝑐𝑡𝑢𝑎𝑙 𝑛𝑜
×

100 = 
21

28
 ×  100 = 75%

(5) 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 = 
𝑇𝑃

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑦𝑒𝑠
×  100  = 

25

32
× 100 = 

78.1% 
(6) 
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5. RESULT 

 

In this study, Detection of PD person using spiral sketching 

and CNN has been done. The idea is to analyze a person's 

spiral drawings and classify them as healthy or having 

Parkinson's disease. The goal of this study is to optimize the 

model so that it has fewer than 250,000 parameters and is 

simple to deploy to peripheral devices. This methodology 

gives a CNN-based Parkinson's disease identification solution 

that may be used on inefficient or edge devices. By using CNN 

classifier 83.6% classification accuracy is obtained. 

 

 

6. CONCLUSION 

 

In Parkinson's disease, the ability of sketching and writing 

of patience is decreased with severity, authors focus on this 

biomarker and developed a CNN-based model for 

understanding the pattern in sketching for the detection of PD. 

By using a convolutional neural network, we can classify the 

sketches made by Parkinson's patients and healthy subjects 

and obtain 83.6% accuracy, a sensitivity of 92.5%, a precision 

of 78.1%, specificity of 75%for both classes respectively. Now 

as the classifier report seems to be good, there is always the 

possibility to improve the methodology and performance of 

the classifier. The improvement can be made in the current 

methodology that the number of data samples can be increased 

significantly, and different types of drawing apart from the 

spiral and another CNN model must be employed. But the 

proposed model empowers us with much confidence that it can 

be used for the detection of Parkinson's disease in real life. 
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