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The last two decades have witnessed an exponential data generation in tremendous amounts. 

The digital transformation in many domains leads to massive amounts of heterogeneous 

data. In order to benefit from this generation, value is extracted through data processing. 

Meanwhile, the fish farming functioning activity generates data with such volume, speed, 

heterogeneous sources and structures but it is not fully exploited. The traditional data 

warehouse solutions are not able to manage complex data with these characteristics. Thus, 

the concept of the data lake has emerged for more flexible and powerful data exploitation. 

Indeed, big data technologies and techniques are used to extract, process and analyze data. 

Since big data technologies have proved their benefits in other domains, it is irrefutable that 

using them in the fish farming domain will help it to reach its full potential. For this purpose, 

we propose in this paper a dedicated data lake architecture for handling fish farming data to 

initiate the adoption of a data driven strategy. 
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1. INTRODUCTION

Many countries started aquaculture production to keep up 

with the rapid world population growth. Indeed, food demand 

is increasing at a very fast pace [1]. Fish is preferred because 

it is a source of protein leaner and lower in calories and also 

cheaper. Fish farming is not only helping secure food safety as 

a basic need but is also offering several employment 

opportunities and is contributing on an economic scale. Asian 

countries hold the leading role in terms of fish production. 

China holds the first place followed by other Asian countries 

like Indonesia, India, Vietnam, the Philippines, Bangladesh, 

South Korea, Thailand, and Japan [2]. Unfortunately, Morocco 

is still in its embryonic phase in this domain despite the 

existence of large perspectives [3]. In order to accelerate the 

development of aquaculture, it is a necessity to adopt new 

technologies of digitalization. 

The digital transformation changes the way an organization 

operates [4]. It has a profound effect not only on individual 

industries, but also on the perception of value as a whole. The 

transformation affects every level of the organization to bring 

together across areas and work effectively [5]. Systems, 

processes, workflows and culture are all part of the 

transformation. 

In fact, data driven techniques have proved their efficiency 

in improving nearly all industries. According to the study [6], 

data technologies and business revenue worldwide reached 

189.1 billion us dollars and is forecasted to reach 274.3 billion 

us dollars in 2022. 

Big data analysis has been used in various industries such 

as banking, insurance, medicine, industry and marketing [7]. 

Despite all the success that big data has achieved in the 

mentioned fields, it started being applied to agriculture only 

recently [8], but not in the fish farming domain [9]. Therefore, 

using big data related technologies became an inevitability to 

tackle the challenges of productivity, environmental impact, 

food security and sustainability [10]. 

The scope of this article is to design a data management 

system capable of handling massive data generated by fish 

farming systems. The reason behind this architecture proposal 

is to initiate a data-driven strategy for the fish farming domain. 

Our inspiration comes from the fact that data driven strategies 

have become a key element for field development such as 

banking, insurance and healthcare. Furthermore, big data 

techniques are not widely treated yet in fish farming despite 

their benefits as they proved a significant potential in other 

domains [11]. It has to be noted that our proposed architecture 

is not restricted to managing data generated by only one farm, 

but also data gathered from multiple farms. This strategy has 

the objective of building a knowledge repository for fish 

farmers on one hand and researchers on the other hand. To 

clarify, the proposed architecture will allow performing 

advanced analytics on massive and rich data repositories 

through a dedicated platform, which is not possible with 

traditional data management systems. Therefore, extracting 

valuable information and benefiting from predictions and 

revealed hidden patterns.  

This article is organized into seven major sections. After the 

introduction, the second section contains the overview of fish 

farming and its main challenges. The third section presents the 

data driven strategy as well as the existing data handling 

systems. The fourth section describes the different data 

sources in the fish farming system and the characteristics of 

big data. In the fifth section, we present the value chain of the 

data-driven fish farming strategy. In the sixth section, we 

propose a dedicated data lake end-to-end functional 

architecture. The seventh section contains a conclusion and 

future work. 
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2. OVERVIEW OF FISH FARMING DOMAIN AND ITS 

MAIN CHALLENGES 

 
2.1 Fish farming overview 

 

The global appetite for fish and fishery products shows no 

signs of slowing down. The fisheries and aquaculture have an 

important and growing role in food, nutrition and employment. 

According to the Food and Agriculture Organization of the 

United Nations (FAO), the global fishing and aquaculture 

industry has grown significantly over the past decades and 

total production, trade and consumption reached an all-time 

high in 2018 of 179 million ton with 58.8 million tons in China 

only. Aquaculture, inland waters and marine waters, have 

reached 115 million tons. In 2018, inland aquaculture 

produced 51.3 million tons of seafood, accounting for 62.5% 

of the total global production of farmed fish for human 

consumption. These are aquaculture produced from natural 

inland water sources, such as rivers, lakes, and fish farms [12]. 

The world production of aquaculture fish is mainly in Asia, 

with an 89% market share over the past two decades. Among 

the major producing countries, China, India, Indonesia, 

Vietnam, Bangladesh, Egypt, Norway, and Chile have 

consolidated their share in regional or global production to 

varying degrees in the past few years over the past two decades 

[12]. 

Since Morocco is the country of residency and provides 

practicalities of contacts, it is where our research is based. 

Moroccan continental aquaculture production levels are not 

very well recorded, but according to The World Bank [13], the 

Moroccan production level has increased from 1.403 tons in 

2001 to around 2.250 tons in 2005. Then, the production level 

dropped to 579 tons in 2008 to then increase to 1.267 tons in 

2018. 

With the population growth, the demand for fishery 

products has significantly increased. It is the case for Morocco 

and according to [14] fish consumption per capita has reached 

20 kilograms. This means a total of approximatively 693 

million kilograms. As a result, in 2021, Moroccan fish imports’ 

value reached 230 621 million American dollars, according to 

the International Trade Center [15]. 

 

2.2 Challenges 

 

Many challenges are still faced in the fish farming domain. 

According to the FAO, it is necessary to transform and adapt 

agricultural systems to achieve food safety while facing the 

threat of climate change [16]. In Morocco, the nature of the 

climate obliges to take precautions in terms of water and land 

use, especially in semi-arid and arid areas. This leads to shed 

light on the use of these resources in the sectors that use them 

most. Moreover, according to [17], it is primordial to always 

keep a good water quality. The different parameters - Pressure, 

Temperature, PH, Dissolved Oxygen, Alkalinity, etc.- need to 

be monitored in order to keep mortality rate very low. Also, 

these parameters can be modified to impact the fish 

reproduction by simulating an adequate environment for 

reproduction. Furthermore, feed and feeding strategies are 

very important for a high feed conversion ratio (FCR) [18], 

slight changes can have impacts, so it is profitable to have this 

as automated actions, tightly controlled. Another challenge is 

that fish grow at a different rate. Once this happens, big fish 

feed on smaller ones. This results in a big loss of profits since 

fish feed is expensive. Knowing this, it is important to sort fish 

according to their sizes frequently. On top of that, fish farming 

should be based on predictive actions and not only corrective 

actions. That is why the use of Artificial Intelligence (AI) is 

primordial and it can be used for species classification, 

behavioral analysis, feeding decisions, size or biomass 

estimation, water quality prediction and disease identification 

[19]. These challenges can be resumed in the following: 

·Control consumption and use of water 

·Control water quality parameters at all times 

·Automate and manage fish feeding 

·Sort fish according to their size automatically 

· Avoid manual actions to reduce variability and/or 

mistakes 

·Predict and act accordingly to avoid loss 

The need to adopt new technologies in fish production is 

more and more manifest [20]. Indeed, new technologies and 

especially data related technologies have earned one’s spurs in 

other domains. Industry 4.0 relies heavily on the internet of 

things, artificial intelligence, cloud infrastructure and big data 

analytics, forming the big four technologies [21]. The aim is 

to overcome the challenges discussed above by: 

 Improve accuracy and repeatability in fish farming 

operations 

 Reduce resource wastage for sustainability 

 Facilitate more autonomous and continuous fish 

monitoring 

 Increase feed conversion ratio 

 Reduce mortality and sickness rate 

 Reduce dependencies on manual labor 

 Provide more reliable decision support 

Through these means, fish health and welfare will improve 

while increasing productivity and environmental sustainability 

[22].  

Since the fish farming industry generates data continuously, 

big data technologies will have a huge impact on the way and 

result of production. A data driven strategy is making data in 

the center of interest and getting most out of it [23]. Indeed, 

data driven fish farming systems will not only overcome 

existing challenges, but will also help identify hidden patterns 

and correlations, develop actionable insights and predict future 

needs and trends. 
 

 

3. DATA DRIVEN STRATEGY FOR FISH FARMING 

DOMAIN 
 

3.1 Big data in data driven strategies 
 

The concept of data driven strategies has been used in many 

domains such as marketing, banking, insurance, etc. and it 

offered an interesting increase of profitability and risks 

anticipation [24].  

The global revenue from the big data market in 2020 is 56 

billion U.S. dollars and is forecasted to reach 93 billion U.S 

dollars in 2027 [6]. In a survey conducted by Statista on over 

a thousand companies worldwide, 38% respondents adopt 

data-driven decision-making in 2018. In 2020, the respondents 

surveyed demonstrated a 12 percent increase in implementing 

data-driven decision making within their global organizations 

when compared to 2018 as shown in Figure 1 [25]. This 

increase will continue as data becomes the center of decision-

making worldwide. 
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Figure 1. Data-driven decision-making in organizations 

worldwide in 2018 and 2020 [25] 

 

Furthermore, the survey conducted by Statista in 2020 

presented in Figure 2, shows the distribution of organizations 

implementing data-driven decision making. The banking 

sector led in terms of data-driven decision making within 

organizations, with 65 percent of respondents indicating as 

such. Other noteworthy sectors for data-driven decision 

making within organizations are insurance (55%) and telecom 

(54%). It has to be noted that the agricultural domain is not 

present in this ranking, thus it needs to invest more in data-

driven decision-making. 

 

 
 

Figure 2. Data-driven decision-making in organizations 

worldwide by sector in 2020 [26] 

 

Big data technologies are defined as a set of software 

designed to collect, store, process and analyze big datasets 

with complex structures that cannot be handled by traditional 

data processing technologies. There are four types of big data 

technologies for analytical big data: data storage, data mining, 

data analytics and data visualization. These four types are 

shown in Figure 3. 

 

 
 

Figure 3. Big data technologies by type 

3.2 Data management systems 

 

Adopting a data-driven strategy is possible by considering 

data as the backbone of the domain by making it in the middle 

so that all the decisions are based on it. To do so, it is necessary 

to have an adequate data management system capable of 

handling tremendous amounts of generated data. 

At this level, it is imperative to evaluate the different data 

management systems by shedding light on the key differences, 

advantages and inconveniences of each one of them, in order 

to choose the adequate data management architecture allowing 

an efficient data-driven fish farming strategy. 

The data generated in the world has been increasing 

exponentially which led to the apparition of new data 

management systems, with the main goal of handling, 

exploring, and extracting valuable information and hidden 

patterns from the data [27]. Mainly, we can distinguish 

between two concepts of data management systems [28]. 

Nevertheless, there are many other architectures but they can 

be categorized as one of these two. 

The first concept is the data warehouse, which is designed 

to allow querying and analyzing data. A data warehouse 

handles structured historical data gathered from many 

transactional databases, and the data handling is subject 

oriented [29]. Usually, when using a data warehouse 

architecture, data undergoes the process of data cleansing 

before storing it to guarantee a high data quality [30]. These 

key features of the data warehouse are usually referred to as 

the ETL process (extract, transform and load). 

The ETL process involves three main steps. First, the data 

extraction step is where the data is gathered from 

homogeneous or heterogeneous sources. The second step is 

data transformation, where data is cleaned, formatted and 

transformed in order to respect a specific defined structure. 

The last step is the data loading, which refers to ingesting data 

into the model. 

The second concept is the data lake which is considered as 

an efficient big data architecture allowing handling huge 

amounts of data with different types: Structured, semi-

structured and unstructured data [31]. The data lake offers a 

high flexibility in terms of handling and interacting with data, 

since it does not require a predefined schema or a model to 

respect the gathered data [32]. In the same optic, the data lake 

relies on ELT (extract, load, transform) process rather than the 

ETL as presented in data warehouse architecture. This is 

because it gives more importance for extracting and loading 

data from different sources as much as possible. The last step 

is the data transformation where data consumers can build 

their own model based on the already existing data depending 

on the use case [18]. 

In Table 1, we present the key differences between the two 

architectures along with the key dimensions that our study is 

based on. 

 

Table 1. Data warehouse architecture vs. data lake 

architecture 

 
Dimension Data Warehouse Data Lake 
Workload Heavy Medium 

Schema Definition 
Before Data 

Collection 
After Data 

Collection 
Data Access Standard SQL Custom Programs 

Data Stored 
Cleaned and 

formatted 
Raw 
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The dimensions used to study the differences between the 

two architectures are chosen based on the properties of a data-

based fish farming system. Workload for how heavy 

transformations is, schema definition for when data schema is 

defined, data access is for tools used to access data in the 

system and finally, data stored is for which form is data stored 

in (transformed or raw). 

In sum, the data lake architecture offers multiple advantages 

for handling massive data. In term of scalability, the data lake 

it is relatively inexpensive compared to the scalability in 

traditional data warehouses. Furthermore, data lake provides 

native data storage format as it stores raw data directly coming 

from the source systems. Moreover, using a data lake solution 

implies a high schema flexibility, as the data lake decouples 

schema definition from data which is perfect for advanced 

analytics as we can create multiple schemas for the same 

dataset depending on the use case. Finally, the data stored in a 

data lake architecture could be processed using multiple 

languages which allows performing fast data analytics in both, 

batch and real-time mode. 
 

 

4. POTENTIAL DATA SOURCES FOR FISH FARMING 

SYSTEM 
 

A data source is the initial location where data is first 

created or where physical information is first digitized. 

However, even refined data can be used as a data source as 

long as another system or process accesses it and utilizes it. 

Concretely, a data source may be a database, flat files, 

measurements from physical devices, web data or any of the 

many static and streaming data services available on the 

internet. In general, these data sources fall under three types: 

machine data source, transactional data source and social data 

source [33]. 

In a fish farming production system, data is generated 

continuously by either transaction data sources or machine 

data sources. 

·Sensors: They are implanted generally in tanks in order to 

get precise and valuable measures about the environmental 

data or the feeding intake. They can measure: temperature, 

dissolved oxygen, salinity, potential of hydrogen (pH), etc. 

The sensors generate data as streams of real-time data. 

·APIs: They are sought to access data available on: raw 

material prices, market data, weather forecast, product market 

prices. 

·Flat files: They contain additional or complementary data 

that cannot be automated or have not been automated yet. They 

can be in the format of separated values or size delimited 

values and are manually constructed. It can be data about feed 

types, raw material quantities, marketing strategy or sales data. 

Data is a set of qualitative or quantitative variables, it can 

be structured or unstructured. There are dimensions or 

characteristics that distinguish data from big data. In 2001, the 

analytics firm Metagroup (now Gartner) introduced data 

scientists and analysts to the 3V’s of three-dimensional (3D) 

data, which are Volume, Velocity and Variety [34]. Over a 

period of time, there was a rampant change in how data is 

captured and processed. Data was growing so rapidly in size 

that it came to be known as big data [35]. With the 

astronomical growth of data, two new V’s - value and veracity- 

have been added by Gartner to the data processing concepts. 

·Volume defines the size of data that is produced. It is the 

V most associated with big data. Volumes of data can reach 

unprecedented heights. As a result, it is common for large 

organizations to have Terabytes and even Petabytes of data in 

storage devices and servers. The more data available, the more 

insights can be retrieved and patterns discovered. 

·Velocity refers to the speed of which data is generated and 

how quickly that data moves. This factor is important for 

organizations in order to have data available at the right time 

to make the best business decisions possible. 

·Variety in big data entails processing diverse data types 

collected to varied data sources [36]. Generally, data is 

classified as structured, semi-structured and unstructured data. 

Structured data had defined format, length and size. Semi-

structured data is one that may partially conform to a specific 

data format. Unstructured data is unorganized and doesn’t 

conform to traditional data format. To illustrate, Comma 

Separated Values (CSV) files or data from relational databases 

are structured data; JavaScript Object Notation (JSON), 

extensible markup language (xml) or other markup languages 

are semi-structured; images, videos and social data fall under 

the uncategorized data type. 

·Value is how worthy the data is of positively impacting the 

organization. Because collecting data that is produced in large 

volumes is of no use and the storing and aggregating of data is 

not equal to value addition. Instead, the insights extracted from 

the data is what matters [37]. With the help of advanced data 

analytics, useful insights can be derived from collected data. 

These insights, in return, help in the decision-making process. 

To ensure the value of big data is worth investing time and 

effort into, a cost VS benefit analysis can be conducted, 

organizations can then decide whether or not big data analytics 

will actually add any value. 

·Veracity or validity is the assurance of quality and 

credibility of the collected data. It has to be credible enough to 

trust the insights garnered from this data in order to base the 

decision making on them. Dirty data, also known as rogue data, 

are inaccurate, incomplete or inconsistent data that contains 

erroneous information. Cleaning dirty data helps enhance its 

veracity and prevent misinformed and misleading decision-

making. The common types of dirty data are: Duplicate data, 

outdated data, non-compliant data, incomplete data, inaccurate 

data. To prevent dirty data, data health assessments can be held 

with the data provider, mixing data sources (first party, third 

party and intent data), cleansing data regularly and filling gaps 

and ongoing data management. 

In fish farming, data is certainly big data since it respects all 

5V’s that characterize big data. To demonstrate, data captured 

from sensors has volume and velocity since the IOT devices 

generate data constantly and continuously across the tanks of 

fish farms (Ex.: Temperature, Ph, Oxygen…) [38]. Moreover, 

data is gathered from multiple data sources, data from sensors 

are semi-structured while APIs and manual data are structured; 

it represents the variety of big data (Ex.: weather data from 

APIs, sales data from flat files…). There are insights and 

patterns that can be discovered from fish farming data so it has 

Value for the domain (Ex.: Calculating the turbidity rate in the 

fish tanks, feed conversion rate, sales, and market KPIs). As 

per Veracity, manual data and sensor data can be cleaned and 

managed through the data values chain while APIs data is 

clean data. As a consequence, the most suitable architecture to 

manage fish farming data is the data lake architecture. 

 

 

5. FISH FARMING DATA VALUE CHAIN 

 

Adopting a fish farming data-driven strategy becomes 
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possible after identifying all the elements that make data the 

backbone of this approach.  

The purpose is to conceive an architecture based on big data 

in order to constitute enough structured and unstructured fish 

farming data to be able to exploit it using analytics and AI. 

However, only adopting a big data architecture without a large 

perspective is not sufficient to exploit the data to its true 

potential. Thus, defining a fish farming big data value chain 

becomes a necessity. 

The fish farming big data value chain sheds light on the 

different steps of the data life cycle. After listing all the 

elements necessary in the process of extracting value from data, 

we constructed a fish farming data value chain. 

The Figure 4 illustrates an end-to-end fish farming data flow 

from the moment it is captured to data exploration and 

exploitation. 

 

 
 

Figure 4. Data value chain for fish farming data 

 

5.1 Data discovery 

 

Before starting the process of data discovery, it is 

mandatory to state clearly the objectives in order to understand 

the need and get suitable data that will be used for extracting 

valuable information on behalf of business people. The 

process contains three main steps, the first step is identifying 

the potential different data sources with the main objective of 

creating an inventory of metadata that describes the data as-is 

in the source, then comes the data collection step where 

determining the data acquisition approaches remains the most 

important task, finally, the in the data preparation step, we 

prepare all the prerequisites for data access, like enabling the 

access to the data sources and setting up access-control rules 

[39]. 

 

5.2 Data integration 

 

At this phase, we first need to organize the data by 

identifying its type (structured, semi-structured, unstructured) 

which allows a smooth data ingestion process. Depending on 

the data type, we can define the adequate parameters and 

specifications for making data consumable. Even if the 

organization step is usually at the level of data discovery, we 

consider that it should be included in the data integration 

process, since it allows data modelers, mainly, to have a wider 

view about the available data. 
The following step is the data ingestion, where the data is 

being moved from the staging area to the data lake storage, 

where it can be further processed and analyzed. Depending on 

the data velocity, the data ingestion step can be performed in 

two different modes, batch or real time. 
The batch mode is usually adopted when we need data to be 

imported at scheduled intervals. This can be useful when the 

processes run on a schedule (daily, weekly, etc.) such as daily 

reports. The real-time ingestion is used when data is time 

sensitive and needs to be imported as soon as it is generated in 

order to keep the very last image of data; this can be useful in 

monitoring use cases [40]. 

 

5.3 Data exploration 

 

The final phase of the fish farming big data value chain is 

the data exploration, where data is used to unveil insights for 

decision making. The first step is data analysis where data is 

cleaned, transformed and modeled in order to discover 

decision-making insights [41]. The two primary methods for 

data analysis are qualitative data analysis techniques and 

quantitative data analysis techniques. These techniques can be 

used separately or in combination depending on the need. 

The second and last step consists of using the generated 

insights from the analysis. At this level, we can distinguish 

between two levels of data consumption: data visualization 

and data science. 

At the data visualization level, the objective is to build a 

comprehensive layout for decision-making containing mainly 

the key performance indicators (KPIs) extracted in the data 

analysis step. 

Whereas at the data science level, the objective is to 

discover trends and patterns that cannot be seen using only 

data visualization techniques. With the help of artificial 

intelligence techniques, the decision-making process is 

elevated and supported by predictions [42]. 

 

 

6. MANAGING FISH FARMING BIG DATA USING 

DATA LAKE: END-TO-END FUNCTIONAL 

ARCHITECTURE 

 

A dedicated data-based architecture in the use case of fish 

farming shows the overall design of the system and the logical 

interrelationships between its components. It also will be the 

ground for future works to propose the technical architecture 

detailing all the technologies and software for a successful fish 

farming data-driven strategy. After that, it is possible to 

produce a proof of concept for a fish farming data management 

system. 

 

 
 

Figure 5. Data lake architecture for managing fish farming 

data 

 

The data life cycle is a specific sequence of phases that each 

single unit of data goes through from its generation until its 

consumption [43]. Adopting a smart fish farming data-driven 

strategy leads to following a specific data life cycle where data 

is never lost or deleted, unlike other life cycles where the last 

phase is usually deletion of data [44]. Therefore, the previous 

data value chain (Figure 4) helps in the process of proposing a 

dedicated data lake architecture for managing fish farming 

data. The figure below (Figure 5) presents the architecture 
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proposed and shows the path that data goes through starting 

from its generation in farms, passing through the data lake and 

arriving at the phase where it’s consumed. 

 

6.1 Data generation and collection 

 

Fish farming data is generated from multiple farms. This 

data falls under different types (structured, semi, unstructured) 

depending on what it represents and its source. Each fish farm 

generates data mainly in two modes: batch and streaming. 

Batch data represents the data produced with a certain 

frequency, since it needs time to be gathered or simply when 

the source cannot deliver a continuous stream, usually it 

regards data with large volume. On the other hand, stream data 

is a continuous data flow characterized by its velocity rather 

than volume [45, 46]. When generated, both batch and 

streaming data are sent to two different staging areas which are 

considered as the entry points of the data lake. 

The batch staging area is a file system where different files 

are stored temporarily and where each data file respects a 

unified nomenclature so it can be easily identified in the 

following phase. 

The streaming staging area consists of a message managing 

system where a single unit of data is represented as a message 

and messages are organized under different topics [47]. 

 

6.2 Data ingestion and transformation 

 

After the data is staged, comes the role of the data loaders. 

A data loader is a program responsible for copying data into 

the Hadoop Distributed File System (HDFS) and then 

archiving it. This program is able to distinguish between the 

different data types and data sources and, depending on each 

data file's characteristics, stores it at the level of the raw zone. 

The raw zone, as its name implies, contains data as-is in its 

raw form. It means data without any curation or structure. 

Regardless of what will be used, all data is ingested. The 

benefit of the raw zone is allowing a quick data ingestion 

process. 

Depending on the data type, each file is stored in the 

appropriate HDFS repository. Structured data is stored with 

every field as a string in order to avoid loss of pieces of data 

which means data is not suitable for consumption yet. For 

unstructured and semi-structured data, there are dedicated 

repositories allowing the organization of data files by type, 

source and domain. 

The trusted zone contains conformed data. After being 

stored at the level of the raw zone, data undergoes some 

cleaning processes and transformations which make it ready to 

use. The cleaning regards all the operations that allow building 

the golden data. When talking about a data lake structure, we 

are directly talking about the ELT process, where we give 

more importance to the loading phase. As a consequence, we 

usually end up with a big challenge of data quality. To tackle 

this challenge, applying some cleaning is required since it 

allows avoiding keeping data with low quality at the level of 

the trusted zone. However, it has to be noted that the cleaned 

data is not removed definitively from the data lake since a copy 

is still available in the raw zone. 

Obtaining clean data is not enough to consider it eligible for 

the trusted zone. Along with this, applying some 

transformations to data is necessary in order to make it trustful. 

The type of transformations applied will not affect directly the 

data value, but defines the adequate structure and types of each 

data unit in order to ensure efficient use in different use cases. 

In the access zone, data is preprocessed. For each use case 

specification, the required data is exposed in this zone, then 

the accesses are granted to different users since the available 

data in the fish farming data lake is not limited only for data 

specialists but also as data in demand for other users. 

 

6.3 Data analysis and exploration 

 

This phase consists of data exploration. One of the main 

reasons behind adopting the data lake architecture is allowing 

a flexible connection to different external platforms such as 

dashboarding and reporting tools. In addition, data scientists, 

mainly, can connect to the access zone to perform machine 

learning, deep learning and other artificial intelligence 

manipulations. Thus, the objective of the access zone is to 

expose preprocessed data and make it available for future 

analysis. With this architecture, we ensure that the different 

data consumers are able to access all the data available in the 

lake and combine it in order to extract valuable information 

without going through the complexity of gathering and 

preprocessing data. However, the presence of multiple parties 

manipulating the data at the level of the access zone becomes 

a real challenge since data can be altered and thus affecting 

another party that uses the same set of data. To tackle this 

challenge, multiple abstract layers are created with the 

required data for each party then, accessing these layers is 

granted and controlled by the data lake administrator. 

 

 

7. CONCLUSIONS 

 

After adopting big data technologies on multiple domains 

and acknowledging its benefits, it’s undeniable that using 

these technologies in the fish farming domain will have just as 

big of an impact. Therefore, we propose a dedicated data lake 

architecture for handling fish farming data to initiate the 

adoption of a data-driven strategy in order to avail from the 

big data technologies advantages. 
In this paper, we present the fish farming state of art, where 

we reveal the state of fish production worldwide and the gap 

between production and consumption in Morocco as well as 

the challenges faced in this domain. Then, after asserting the 

need of adopting a data-driven strategy, we explain the 

different data handling systems -data warehouses and data 

lakes- by focusing on the characteristics of each system. 

Moreover, we expose the different fish farming data sources 

and how it is classified as big data. Next, we present the fish 

farming data value chain that contains three major phases: 

Data Discovery, Data Integration and Data Exploration. After 

that, we propose an end-to-end data lake functional 

architecture which promotes the effective consumption of all 

the data gathered from the different sources, by providing 

layers of specific data for data consumers depending on the 

need. 
Adopting this proposed data lake architecture for the fish 

farming data-driven strategy will not only optimize the 

production of a fish farm but it will greatly impact the 

evolution of the fish farming domain in a country or region. It 

has to be noted that this strategy is flexible to be applied in 

other agriculture domains without compromising its impact. 
However, applying this strategy cannot be possible without 

proposing a specific technical architecture that defines the 

interactions between the different data lake architecture 
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components and the used technologies. In this perspective, our 

future work will focus on proposing the adequate set of tools 

that should be implemented across with the previously 

proposed data-driven strategy. Also, providing a proof of 

concept that simulates the data flow starting from the data 

sources to data consumption using AI algorithms. 
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