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The hand gesture recognition concept has recently been recognized as an essential part of 

the human-computer interaction (HCI) concept. Detecting and interpreting hand gestures is 

a very important topic. This is due to the intense desire to make communication between 

humans and the calculator or other device natural, away from wires, mouse, keyboards, and 

others. This recognition makes it possible for computers to capture and understand hand 

motions. Hand gestures are an important kind of nonverbal communication for a variety of 

reasons, including their usage in a variety of medical applications, communication between 

people who are hearing impaired, and robot control. Given the importance of applications 

for hand gesture recognition and technological progress in today's world, the purpose of the 

research is to shed light on the most important stage in hand gesture recognition, which is 

the process of detection and identifying hand gestures in the general sense; segmenting the 

image to obtain hand gestures before entering them into the feature extraction stages and 

classification. Six commonly used image segmentation methods were tested on a set of 

American Sign Language images in a variety of lighting conditions. When compared to the 

clustering and Otsu methods, the best segmenting results in terms of accuracy were obtained 

using the Canny and HSV color spaces. 
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1. INTRODUCTION

Humans and machines can interact in a natural way, 

according to the concept of human-computer interaction (HCI). 

Devices like mice, keyboards, and monitors are commonly 

used in traditional human-machine interaction (HMI). It's a 

given that these devices require a computer to function. The 

process of linking various devices is insufficient in some 

circumstances, such as VR, RC, and AR (augmented reality). 

Consequently, it is imperative to conduct research on how to 

design an HCI environment that is in sync with human 

communication patterns [1]. 

In the field of assistive technology, gesture detection is 

critical. There are many advantages to using hand gestures 

instead of technologies such as the mouse and keyboard. 

Caregivers and elderly people who can't walk or talk can use 

hand signals to talk and communicate with others [2]. 

A user's cultural background, application domain, and 

surroundings all play a role in how hand gestures are used [3]. 

In the same way, expressive gestures are similarly important 

[4]. Natural user interfaces (NUIs) are one of the latest trends 

in computing (NUI). By eliminating the need for additional 

hardware, the computer system can be operated by the user in 

the same way as real things [3, 4]. 

Detecting and understanding hand gestures has become 

increasingly important in recent years due to the rise of a 

minority of deaf and hard-of-hearing people around the world, 

as well as the proliferation of vision and touchless control apps 

on devices like video games, smart TVs, and virtual reality [4]. 

With hand gestures, HCI apps are able to handle complex and 

virtual settings in a much easier manner than the traditional 

approaches in a substantial number of HCI applications [5]. 

When it comes to hand gesture applications, the ability to 

appropriately apply and understand a variety of gestures [6] is 

critical. 

Image segmentation can be used to pinpoint a specific area 

of interest within an image (ROI). Using this method, an image 

can be divided into its constituent elements. An image object 

is a segment of the image that may be broken down into 

individual pieces. The similarity, discontinuity, and other 

aspects of an image are taken into account. The goal of image 

segmentation is to make it easier to analyze the image. Every 

pixel in an image has its own unique ID. Image segmentation 

is used in a variety of fields, including machine learning, 

computer vision, artificial intelligence, medical imaging and 

recognition, and object detection. It has ramifications in 

numerous fields [7]. Techniques for segmenting images, 

including Otsu-based segmentation, color space-based 

segmentation, and clustering-based segmentation, are covered 

in this article. 

1.1 Hand gesture methods 

The basic objective of gesture detection and recognition is 

to be able to identify specific human gestures and put such 

gestures to work either for the purpose of data transfer or for 

command and control [8]. 

The acquisition of hand gestures has always been divided 

into two distinct ideas, sensor vision–based and computer 

vision–based (see Figure 1). In the second method [9], there is 

no need for expensive gadgets or wires, but strong procedures 

or techniques are required to detect and interpret hand gestures 
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with great precision in the second method [9]. For this reason, 

the study of hand gesture detection is a very essential area of 

research to focus on because it is the initial component of the 

larger process of recognition or classification. The successful 

completion of the segmentation procedure is what ensures that 

the classification algorithms receive the proper data they 

require. 

Figure 1. Hand gestures: (a) Glove-based sensor; (b) 

Computer vision–based camera [9] 

2. RESEARCH AIMS AND APPROACH

The aim of this paper is to detect hand gestures as well as 

apply many different segmentation algorithms. The main 

research question is: "What is the best technique for detecting 

hand gestures?" To answer this question, we have applied 

several machine learning algorithms and discussed each 

technique's appropriate and unsuitable conditions or 

environments for the efficient result of these algorithms. 

2.1 Related works 

Hernández [10] examined three methods for segmenting 

dynamic hand gestures. The research suggested both 

segmentation methods related to skin and movement in 

addition to contour features. The color space has been changed 

to HSV. Morphology operations were also applied after the 

contour process to obtain the hand area only and to increase 

the accuracy of segmentation. 

A new technique that describes the number of hand gestures 

ranging from 0 to 5 that people indicate that a computer 

understands has been proposed by Aljawaryy and Malallah 

[11]. This technique is implemented by reading a frame as an 

image and then extracting it only manually using the YCbCr 

color space filter. Then it is converted to a black and white 

image. The experiment was conducted using 180 random hand 

gesture frames taken from random people. 

This research provides a robust hand motion segmentation 

method using adaptive background removal and a HSV-color 

threshold. The recommended approach tries to automatically 

extract hand motions from video under different lighting 

conditions and difficult backgrounds. Experiments show that 

the proposed strategy is more accurate than previous methods. 

Programming uses Python and OpenCV [12]. 

The method suggested in [13] uses a portable webcam to 

extract a histogram of gradient characteristics. The K-Nearest 

Neighbor algorithm compares and recognizes the images. The 

slide display is then controlled by the recognition of the image. 

Tan et al. [14] studies sign language image segmentation 

under noise, hand size, and hand-background intensity 

difference. Sign language image segmentation uses Otsu 

image thresholding. Hand size, backdrop intensity differential, 

and noise measurement affect sign language segmentation. 

The results of the search showed the possibility of the perfect 

segmentation of some letters with the difficulty of dividing 

another group of letters such as C, D, F, G, H, K, L, P, and R. 

2.2 Data set of American sign language alphabet 

The dataset of pictures of alphabets from American sign 

language is separated into 29 volumes, representing the 

different categories. 87,000 images with a size of 200x200 

pixels. training data set. 26 volumes are for letters A-Z, and 3 

chapters are for SPACE, DELETE, and NOTHING. These last 

three categories are very useful in applications and real-time 

classification. Only 29 images are available. The test data is 

on 29 pictures only. Show Figure 2. This dataset can be 

obtained by visiting this link: 

https://www.kaggle.com/datasets/grassknoted/asl-alphabet. 

3. THE METHODOLOGY OF RESEARCH

The topic of detection and recognition of hand gestures is 

broad and important, and a lot of research has been done in 

recent years on the importance of using hand gestures in many 

vital applications. This study deals with some of the most 

famous image segmentation algorithms in image processing 

and the application of these algorithms to the American sign 

language dataset. In the next section, we review the algorithms 

applied to the same set of images, show the results for each 

algorithm, and compare the results. The research methodology 

is illustrated in Figure 2. 

Figure 2. Research methodology 

3.1 Hand segmentation 

Hand segmentation and detection is the foundation of a 

gesture recognition system, which has a large influence on the 

performance of the overall gesture recognition algorithm [12]. 

The main purpose of hand detection is to localize the human 

hand in a given image, and hand segmentation aims to separate 

the human hand from the background. Segmentation is a 

common image processing technique. The best method for 

segmenting hands depends on image quality, dataset, and 

static or dynamic hand movements. Image segmentation 

identifies a region of interest (ROI). It divides an image into 

sections. Image objects are image fragments. Similarity, 

discontinuity, etc. are considered. Segmenting images 

simplifies the image for better analysis. 

3.1.1 K-mean clustering for hand detecting 

It is common to use K-means clustering to sort a dataset if 

the labels are obscure. In this case, the purpose is to identify 
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specific groups based on the number of groups represented by 

K [15], note that this value varies depending on the image and 

the application of the image. The pixel values of an image can 

be utilized to segment distinct parts of the image. Images can 

be segmented by K-mean as follows: 

1. In K-means clustering, the first step is to determine the

number of points that make up the cluster. In this research, we 

used k=2. 

2. Each pixel should have a feature vector (color values such

as RGB value, texture, etc.). This research depends on the 

color pixel value to compare between pixels and the 

distribution of pixels close to each other within one cluster. 

3. Used a similarity measure called Euclidean distance to

compare feature vectors and determine how similar the points 

we identified in the first step are to the pixels of the whole 

image. 

4. Apply the K-means algorithm to the centers of the cluster.

Allocate each point to the nearest cluster center and verify that 

each cluster center has one point. The mean of the points 

allocated to the cluster center. 

5. linked component, it means after collecting the similar

points closest to the value of the centroid, we will see the 

clusters. The block diagram of the K-Means algorithm is 

shown in Figure 3. 

Figure 3. Block diagram of K-means algorithm [16] 

3.1.2 FCM clustering for hand detection 

FCM clustering is an unsupervised method dependent on 

fuzzy logic that is used in many applications. Fuzzy logic has 

proven its efficiency in several areas, including parking 

systems [17] and nondestructive testing image processing [18]. 

The FCM formula clusters related image points. Randomly 

and iteratively assigning cluster coefficients to each pixel 

achieves this. The general steps of the FCM cluster algorithm 

are: 

(1) When there are many clusters, random selection is used

to determine their points. Here we used 2 clusters for hand 

gesture image segmentation.  

(2) Clusters for hand gesture image segmentation.

𝑣𝑘=
∑ 𝑈 𝑝𝑖𝑖𝑘

𝑚𝑛
𝑖=1

∑ 𝑈𝑖𝑘
𝑚𝑛

𝑖=1
(1) 

(3) Calculations are done on the pixels that are close to the

clusters using the Euclidean equation. 

𝑝𝑖–𝑣k׀=√∑ (𝑝𝑖 − 𝑣𝑘)2𝑛
𝑖=1 (2) 

(4) Until convergence, the extent that which each pixel

belongs to the kth cluster is calculated: 

𝜇𝑖𝑘 =
1

∑ (
|𝑝𝑖 − 𝑣𝑘|
|𝑝𝑖 − 𝑣𝑙|

)
2

𝑚−1𝑐
𝑖

(3) 

(5) After computing each pixel's class membership, it is

inserted into the closest cluster based on the membership Eq. 

(3).  The FCM clustering is obtained by minimizing an 

objective function shown in Eq. (4): 

X=∑ ∑ 𝜇𝑖𝑘
𝑚𝑐

𝑘=1 |𝑝𝑖 − 𝑣𝑘|2𝑛
𝑖=1 (4) 

where, X=objective function; n=number of pixels; c=number 

of clusters; µ=fuzzy membership value; m = fuzziness factor 

(value>1); pi=the ith pixel in E; and Vk=centroid of the kth 

cluster. Figure 4 clarifies FCM algorithm steps. 

Figure 4. Steps of FCM Algorithm [18] 

This algorithm differs from the previous one by allowing 

one pixel to belong to more than one cluster, so we use the 

membership function (The Eq. (3)) to determine the extent of 

belonging to all existing clusters, unlike the K-means, which 

allows the pixel to belong to only one cluster, FCM clustering 

is more natural than K means clustering. Objects on the 

boundaries between several classes are not compelled to fully 

belong to one of the classes, but degrees (between 0 and 1) are 

assigned indicating their partial membership. 

Much research used the hybrid method between fuzzy logic 

and k-means clustering [19].  
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3.1.3 K-nearest neighbors algorithm for hand detecting 

KNN is a simple, easy-to-understand, adaptable machine 

learning method. KNN is utilized in image processing, 

medical, handwriting, image, and video recognition 

applications. KNN classifies and predicts. The feature-

similarity-based KNN algorithm [20]. 

Take note of the fact that most of the time, similar data 

points are clustered together (neighbors). The KNN method 

relies on this assumption to be accurate enough to be useful. 

The concept of similarity is captured by KNN (sometimes 

called distance, proximity, cosine similarity, or closeness). 

The Euclidean distance is a popular and familiar choice [21]. 

There are K nearest neighbors in KNN. In the end, the 

number of neighbors is the most important element to take into 

account. If the number of classes is two, the number K is 

almost always an odd number [22]. 

No optimal neighbor number fits all data sets. Each dataset's 

needs vary. Small numbers of neighbors make noise more 

influential, and big numbers make it computationally 

expensive. A small number of neighbors is the most flexible 

fit, with low bias but high variation, and a large number of 

neighbors has a smoother decision. boundary, with a lower 

variance but higher bias. Data scientists choose an odd number 

generally. Figure 5 illustrates the general KNN algorithm steps 

in greater detail. 

1. The image is loaded.

2. K is initialized to the number of neighbours you choose,

we used k=3. 

3. For each pixel in the image.
3.1 Determine the distance between the query pixel and the

image's current pixel. 

3.2 Add the distance and the index of the example to an 

ordered collection. 

4. Ascending the distances and index in the collection

should be used to sort the data. 

5. Out of all of the sorted data, choose the first K-high

similar. 

6. Get the labels for the K entries you've chosen.

In this research, after testing the procedure with 3, 5, 7, and

9 neighbours, it was noted that the best results were number 

was 3. So choose the K that reduces the number of errors we 

encounter while maintaining the algorithm’s ability to 

accurately make predictions when it’s given data it hasn’t seen 

before.  

Figure 5. Flowchart of the KNN Algorithm [22] 

3.1.4 Otsu’s image segmentation for hand detecting 

Threshold-based segmentation applies. In Otsu's 

segmentation, the input image is first processed and converted 

to a gray image because threshold Otsu works only on 2D 

images, then the histogram is obtained to display the pixel 

distribution. The peak value is emphasized. Next, compare the 

threshold value to the image pixels. If the pixel is above the 

threshold, set it to white. The thresholds in Otsu's are set 

automatically. This approach can't handle noisy images [23]. 

Within-class variance is calculated as a weighted sum of the 

variances for both classes and is searched for iteratively by the 

algorithm (background and foreground). Grayscale images 

often have color values ranging from 0 to 255. A threshold 

value of T means that all pixels with values less than or equal 

to T are in the background, while pixels with values greater 

than or equal to T are in the foreground [14]. 

Iteratively separating the pixels in the background and 

foreground between the image's minimum and maximum 

color values will be our objective. We'll keep track of how 

much variety there is inside a class with each iteration [24].  

Figure 6 illustrates the general Otsu’ s algorithm steps. 

Figure 6. Flowchart of Otsu’ s thresholding image [24] 

Our threshold is the point at which there is the least amount 

of variation among classes. To put it simply, the technique 

aims to decrease the variation inside each class while 

simultaneously increasing the variation between classes. Total 

variance is equal to the sum of the variance within each class 

and the variance across classes. Ideally, finding the ideal 

global threshold value should be straightforward using Otsu's 

method. It is based on the maximization of interclass variance 

[23]. One of the most important considerations for using the 

Otsu method is, typically, a threshold value is used for binary 

segmentation. Each pixel that is brighter than the threshold is 

separated from the rest of the image and given the value 255 if 

the image is grayscale, whereas each pixel that is darker than 

the threshold is separated from the rest of the image and given 

the value 0. Then, all the pixels that are either 255 or 0 will be 

the focus of attention. 

3.1.5 HSV color spaces for hand detection 

HUE consists of the primary colors of red, blue, and yellow 

and their complementary secondary colors of orange (green) 

and violet (violet) on a color wheel or circle (see Figure 7). 

What you're referring to when you use the term "HUE" is the 

pure color or the rainbow's visible range of primary colors [10]. 
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Color saturation refers to the degree to which a color's purity 

and intensity may be readily observed in an image. The more 

saturated a color is, the more brilliant and powerful it appears. 

The Chroma, or intensity, of the color is inversely related to 

its saturation. Look up a color's value to see how light or dark 

it is. We see a color's value when light bounces off a surface 

and is absorbed by our eyes. Human eyes perceive light 

intensity as a function of brightness [25]. 

Images that are oversaturated have an exaggerated quality. 

Even if they look false, high-saturation photographs can be 

startling when used correctly. Desaturating a photo in a 

specific way might draw attention to certain details. Choosing 

to oversaturate a few areas of your image while keeping the 

rest under saturated can help draw the viewer's attention [26]. 

Color combination, importance, and image pixel intensity 

were some of the aspects of HSV colors that we examined. The 

hand's hue, depth, and purity are all determined by HSV, as is 

the light in the image. Hue is an angle that expresses color over 

a range of red axis and assesses color saturation radially. Gray 

values can reflect low saturation, while hue is a good 

approximation for high saturation [25]. A technique known as 

threshold masking allows us to isolate the most conspicuous 

characteristics in a scene. High and low threshold masks can 

be defined when all three of the color, saturation, and value 

parameters are equal to 1.  

Using the HSV Color Scale, which stands for Hue 

Saturation Value, you may get a numerical representation of 

the image's colors. From zero to 360 degrees, the hue can be 

expressed as a number. Cyan has a range of 181-240 degrees, 

while magenta is in the range of 301-360 degrees. Color value 

and saturation are rated on a scale of 0 to 100 percent. As 

opposed to the RGB color space, the HSV color space 

disentangles the luma (image intensity) and Chroma (color 

information) channels. Many situations might benefit greatly 

from this. Table 1 shows that when compared to other 

approaches employed in this study, the one based on the hand's 

chromatic intensity independent of lighting conditions 

produced the best results. 

 

 
 

Figure 7. RGB vs. HSV color space [26] 

 

Table 1. Image segmentation techniques using hand gestures 

 

Image 

Entropy for 

the original 

image 

Entropy for K-

Mean 

Segmented 

Image 

Entropy for 

FCM 

Segmented 

Image 

Entropy for 

KNN 

Segmented 

Image 

Entropy for 

Outs 

Segmented 

Image 

Entropy for the 

HSV Color 

Segmented 

Image 

Entropy for a 

Canny 

Segmented 

Image 

A 7.055 1.509 2.023 1.404 1.313 0.922 0.699 

B 7.002 1. 143 1.940 1.414 1.365 0.980 0.753 

C 7.111 1. 323 2.147 1.433 1.507 0.951 0.874 

D 7.120 1.218 2. 426 1.368 1.445 0.935 0.811 

E 7.006 1.783 2.066 1.284 1.352 0.975 0.763 

F 7.024 1.710 2.119 1.441 1.428 1.029 1.007 

G 7.149 1.192 1.059 1.222 1.224 0.865 0.722 

H 7.300 1.479 1.431 1.173 1.295 0.869 0.821 

I 7.468 1.715 2.431 1.271 1.497 0.906 0.693 

J 7.432 1.344 2.172 1.234 1.169 0.833 0.830 

As a result of the widespread availability and simplicity of 

the necessary code, HSV is frequently employed. 

The threshold values for the training image are determined 

over numerous trials. In terms of saturation: 

S-low=60, S-high=255, V-low=0, V-high=255, H-low=0, 

H-high=350 in the absence of a threshold. General step of 

HSV color spaces for hand detection clarify in Figure 8. 

 

3.1.6 Canny filter for hand detection 

Many algorithms find image edges, like the Canny 

algorithm. The Canny algorithm was described in 1986 by U.C. 

Berkeley's John F. Canny. Canny describes three criteria to 

evaluate an edge detection algorithm [27]: 

1. Good detection: Should have a low likelihood of missing 

true edge points and mistakenly labelling non-edge locations. 

2. Good localization: The operator's edge points should be 

as close to the edge's center as possible. 

3. Only one response per edge: Since two responses to the 

same edge must be false. This technique uses numerous steps, 

as seen in Figure 9. 

General stage of the Canny hand detection algorithm: 

·Gaussian blur is used in the first step. After converting 

the image to grayscale, A Gaussian blur is applied. A 5*5 mask 

is used. Each pixel is recalculated as the sum of the values of 

the 5*5 pixels around it, multiplied by the Gaussian weight, 

and then divided by the total weight of the mask. 

·Determine the strength and direction of the edge 

gradient. Next, utilize Sobel masks to determine each pixel’s 

gradient strength and direction. First, Sobel masks are applied 

to the current pixel’s 3*3 x- and y-direction. The Gx and Gy 

values are the totals of each mask value and pixel. Edge 

strength equals Gx2 + Gy  under the square root. The Inverse 

Gx/Gy tangent gives edge direction. Edge direction is 

preserved in edgeDir [r][c], and gradient strength is preserved 

in gradient [r] [c]. 

·Trace the edges. Trace edges based on the strength of the 

gradient and the directions of the edges. This pixel is set to 

white when the pixel gradient strength exceeds the upper 

bound, records the next possible pixel row and column, and 

checks the edge direction and gradient strength. If it has the 

same edge orientation and gradient strength as the lower-
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threshold, the pixel should also be set to white, otherwise the 

other pixels are black. The results shown in Figure 10 are set 

such that the lower-threshold is 150 and the upper-threshold is 

250. 

· Non-maximum edges should be suppressed. Last,

delete parallel weak edges. Examining the pixels 

perpendicular to an edge pixel and removing non-maximum 

edges achieves this. Similar to edge-tracing code, this stage 

determines which edges are real. Both lower-threshold and 

upper-threshold are needed. Any edges with intensity 

gradients above the upper-threshold are edges, whereas those 

below the lower-threshold are non-edges. Connectivity 

classifies those between these two thresholds as edges or non-

edges. They’re edges if they’re connected to “sure-edge” 

pixels. Otherwise, they’re tossed [28]. 

Figure 8. OpenCV To calculate HSV color space [29] 

Figure 9. Flowchart for the canny edge detection [27] 

4. RESULTS AND DISCUSSION

The results, which were applied to images of American Sign 

Language, are shown in Figure 10. We used a variety of 

machine learning segmentation approaches and image 

processing methods to detect hands in a series of images with 

varying illumination conditions in order to find the best results. 

Figure 10 shows that clustering works well when the hand's 

color gradient is far from the gradient of the background, as 

shown by the clustering results for the letters A, B, C, D, E, F, 

G, and J. However, when the hand's color gradient is closer to 

the gradient of the background, the separation process 

becomes more difficult. It is difficult to distinguish between 

the hand and the background, as in the letters H and I. 

This was also the case with Otsu's approach, which gave 

somewhat better results but which produced erroneous results 

for the letters H and I due to its reliance on threshold limit 

based on the normal distribution of picture pixel values and the 

high degree of convergence between background values with 

the hand. 

While both Canny and HSV color space gave very good 

results and good separation between the hand and the 

background, due to the first dependence on the two thresholds, 

and the HSV color space method, we relied on the amount of 

saturation of the hand from the light, so the separation process 

is facilitated as shown in Figure 10 and at different lighting 

levels. 

The Canny method treats edges whose values are between 

the high and low threshold limits by looking at the continuity 

of the edge; if it is continuous, it is considered an edge, and if 

it is dotted, it will be neglected because of its dependence on 

two threshold limits that make the high threshold limit separate 

the high levels and the second threshold separate the low levels. 

The HSV color space gave very good results and a good 

separation between the hand and the background. The 

threshold values for the training image are determined over 

numerous trials. The threshold values for the training image 

are determined over numerous trials. In terms of saturation: 

S-low=60, S-high=255, V-low=0, V-high=255. H-low=0,

H-high=350. For improved accuracy when use HSV color

space, it needs simple treatment to give better accuracy.

Morphological operations can be used to get rid of small

volumes as well as to fill the hole.

The results presented in Figure 10 are clear to the eye 

(Subjective validation) several images used in different 

illuminations are shown to see the effect of separating the hand 

from the background in an uncontrolled environment. Taking 

into account that the algorithms used in this research treat each 

pixel with its chromatic value, so we see that different lighting 

has a negative impact on cluster formation. Color values close 

to some of the pixels of the hand with the pixels of the 

background have been included within one cluster and this is 

what we see in both the letters H and I. 

Entropy is one of the most commonly utilized 

measurements, which evaluates the amount of purity between 

the object's body and the background [18]. The storage of 

image information can be expected to be the amount of 

information involved, whereas Shannon’s entropy metric 

quantifies the absolute minimum amount of storage needed for 

image segmentation as opposed to raw image [30]. Table 1 

shows the Canny and HSV color segmented images have the 

best results compared to other techniques used in this research. 
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Figure 10. The result of hand detection techniques 
 

 

5. CONCLUSIONS 

 

Hand gesture applications have become increasingly 

popular in recent years and have found their way into a variety 

of critical and significant applications. However, the trend is 

shifting away from relying on sensors and wires to send and 

understand hand gestures and toward developing computer 

vision techniques that are easier and do not necessitate sensors 

or any wires, making it easier for people to communicate with 

computers. Detection and separation of hand gestures from the 

background is a critical step in the recognition and 

interpretation of gestures. To this end, a variety of image 

segmentation methods were tested on a set of ASL images in 

a variety of lighting conditions. When compared to the 

clustering method and Otsu, the best results in terms of 

accuracy were obtained using the Canny and HSV color spaces. 
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