Deep Neural Networks for Automatic Facial Expression Recognition
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ABSTRACT

Out of all non-linguistic communications, one of the most popular is face expression and is capable of communicating effectively with others. We have number of applications of facial expressions in as sorted arenas comprising of medicine like psychology, security, gaming, classroom communication and even commercial creativities. Owing to huge intra-class distinction it is still challenging to recognize the emotions automatically based on facial expression though it is a vigorous area of research since decades. Conventional lines for this approach are dependent on hand-crafted characteristics like Scale Invariant Feature Transform, Histogram of Oriented Gradient and Local Binary Patterns surveyed by a classifier which is applied on a dataset. Various types of architectures were applied for restored performance as Deep learning proved an outstanding feat. The goal of this study is to create a deep learning model on automatic facial emotion recognition FER. The proposed model efforts more on pulling out the crucial features, thereby, advances the expression recognition accuracy, and beats the competition on FER2013 dataset.

1. INTRODUCTION

In human communication 33% is done orally and 67% is done through nonverbal components according to various studies [1, 2]. Facial expressions are the most common and important mode of interpersonal communication. Mehrabian [1] classified the representation of emotions to be visual as 56%, vocal as 36% and verbal as the remaining 8%. First and important sign that transmits the emotion during a conversation is variations in facial expression that is reason which made the researchers attracted by this modality.

To categorize emotion detection various methodologies used are Major technologies that are used in emotion detection can be categorized as follows. Vision based affect detection, Posture based affect detection, Speech based affect detection, and Text based affect detection. Speech, gestures, text, facial expressions, blood, pulse, volume, and other features are all applied in emotion identification.

In this present work contrast is on vision-based technology. Facial expression can be Positive and Negative. As per Albrecht et al. [3] expressions are classified into two types namely basic expressions and non-basic expressions. Basic expressions include Fear, Anger, Sadness, Disgust, Happiness and Surprise. Where as the non-basic expressions are Boredom, Irritation, Despair, Shame, Excitement and Panic.

Facial Expression Recognition (FER) attempts to automatically recognize the facial expression by analysing the facial feature changes. Most of the facial recognition systems identify facial features by extracting landmarks from the subject’s facial image. It outputs the information about the facial expression recognized so that it can be used further to identify the person’s mood. The methodologies used to recognise facial expressions are divided into two categories: image-based and model-based.

Image based approach extracts features from images without any prior knowledge about the object of interest. Using the given set of data, process of predicting the class for a data is said to be termed as classification. The types of learners in classification can be of two types: lazy and eager. Lazy learners wait with training data until testing data appear. Usually they take less training time, but more predicting time e.g. k-Nearest Neighbour classifier. Eager learners construct a model using training data before testing data appears. Usually they take long training time, but less predicting time. To verify the applicability of the classifier, many methods are available. The common methods used for this are hold out and cross validation. In holdout method, given set of data will be divided according to the ratio of 80:20 (training: testing). Training samples will be used to build a model whereas the testing samples will be used to test the predicting power of the model. The snowballing curiosity for person expression recognition for several areas like online games, teachers can use student’s facial expressions to determine their learning condition, human–computer interfaces [4], animation [5], medicine [6, 7], security [8, 9], diagnosis of ASD in children [10].

Facial expressions [11–13], language [14], electroencephalogram [15] are the various characteristics utilized for emotion recognition [16]. This paper mainly focuses on various FER techniques with three major steps namely pre-processing, feature extraction and classification. Also it focuses on image-based FER techniques to solve problems like are chosen. Mostly FER systems meet the
problems of variation in lighting variations, illumination, skin tone variations and pose variation.

Deep neural networks [17] gives the maximum pull out for characteristics for adequate recognition of facial expressions [18, 19]. In Section 2 discusses the usage of Deep learning techniques adopted by various researchers.

2. LITERATURE SURVEY

Deep CNN for FER [20] across quite a lot of accessible databases was proposed by Mollahosseini et al. [21]. In the proposed model augmentation data technique was applied on the images after extracting the facial landmarks. Convolution layers are applied locally to increase the local performance as well as reduce the overfitting problem.

Lopes et al. [22] discuss the effect of pre-processing data prior to training the model for a healthier expression recognizer. Before applying convolutional neural networks to the input, the data is already under went through expansion, spin correction, sampling with 2 completely coupled layers with 256 and 7 neurons. Author shows that combining CK+, JAFFE, BU-3DFE Pre-processing procedures are more efficient. The pre-processing processes used by Mohammadpour et al. [23] in which CNN model is discussed with two convolutional layers followed by max pooling which designate the count of action units stimulated. A convolution neural network planning in which 2 convolution layers are used successively in the beginning followed by sparse batch normalization to fit the model without overflow [24].

Li et al. [25] discuss the facial occlusion problem with a modified method of CNN, in which a training of convolution neural network with a procedure of automatic CNN is applied to the VGG-Net network. Real-world Affective Faces Database, FED-RO and Affect-Net are the databases used for training and testing the architecture.

Yolcu et al. [26] proposed a method for exposure of the crucial parts of the face. To detect mouth, eyebrow, and eye the author used three CNN each one to spot a part of the face. Images are passed through crop stage and the detection before applying CNN. Author concluded this method of acquainting the impressive feature gained from subsequent type of convolutional neural network for distinguishing emotion, as a better performer. Agrawal et Mittal [27] discuss the distinct influence of convolution neural network constraints on the emotion acknowledgment using FER 2013 database. CNN contains 2 successive convolution layers in which the max pooling layer achieve average of 65.77% accuracy. Jain et al. [28] proposed a Deep Convolutional Neural Network with two residual blocks, with four layers in each. Kim et al. [29] proposed a blend of convolutional neural network and Long Short-Term Memory for a spatio-temporal model. Also, in reference [30] an architecture called Spatio-Temporal convolutional with Nested LSTM, which is constructed on three deep learning networks for multi-lateral features.

3. DEEP NEURAL NETWORKS FOR FACE EXPRESSION RECOGNITION SYSTEM

One of the most important fields in the man-machine interface is emotion recognition via facial expressions. Facial ornaments, non-uniform illuminations, position fluctuations, and other factors complicate emotion identification. Traditional techniques to emotion detection have the problem of feature extraction and classification being mutually optimised. Deep learning techniques are being used more frequently by researchers to address this issue. Deep-learning techniques are now becoming increasingly essential in categorization challenges.

Over the past span in contempt of traditional facial identification models researchers have focused to the deep learning approach due to its high automatic recognition capacity. In this context we proposed a face expression recognizer using deep learning which goes in a particular stream involving the important stages as data pre-processing, feature extraction and then the classification of emotions respectively.

Pre-processing involves various steps such as cropping, scaling, normalization, and face alignment.

For better performance before feature extraction pre-processing is applied in the facial expression recognizer. By applying cropping and scaling process on the face image, nose will be considered as the centre point. Sampling is used for reduction of image size by preserving the features of original image. Smoothening of the image is done by Gaussian filter. For reducing the illumination and variations normalization is done as a part of pre-processing on facial images. Much intelligibility to the given input images is observed by normalization method used for extraction. Localization is a pre-processing method and it uses the Viola-Jones algorithm. Using scale invariant feature transform flow algorithm face alignment is done as a part of pre-processing. In facial expression recognizer, the ROI segmentation process is more satisfactory as it identifies the facial organs accurately which are important for expression recognition.

Feature extraction is performed on images after pre-processing, and with the help of helper function the features are extracted. Once the features extraction is done, we build a DNN model for classification of the expressions. In this proposed model we will first train the model and then test the model for a set of images to recognize the emotion and there by the sentiment or feeling of a person.

The proposed method with deep neural network model to obtain amended exposure of emotion is shown in Figure 1.

![Figure 1. Face expression recognition system](image-url)
Support Vector Machines are a type of maximal margin hyperplane classification approach that guarantees strong generalisation performance by utilising the findings of statistical learning theory. SVMs have a high classification accuracy even when there is only a limited quantity of data available for training, which makes them particularly suited to a dynamic and interactive strategy for expression identification. Because of the often-subtle differences that exist between distinct expressions in our displacement-based data, such as "anger" and "disgust," as well as the wide range of possible variations in a particular expression when performed by different subjects, we decided to use SVMs as our primary method of classification.

Features extracted from the CNN model when combines with random forest classifier is a well-suited method. The realistic technique is to put the random forest into the last pool layer as the characteristic of the novel data will undergo some characteristic loss after passing through every layer of convolution neural network model which can be seen in Figure 2.

![Figure 2. The structure of the new model](image)

The first step in developing this model was to acquire convolutional neural network (CNN) features, and the second step was to integrate the CNN features with an upgraded random forest so that face expressions could be classified.

Cai et al. [24] discuss about the composition of multiple decision trees to form random forest classifier [RF]. The ultimate result is resolve by voting on randomly selected decision trees.

A prospect selection-based method to regulate all the attained decision trees to reach the all requirements of virtuous and variety is proposed in this paper.

Improvement over conventional decision tree-based classifier is made by random forest classifier by overpowering some confines they have. Most importantly random forest method addresses the problem of overfitting by maintain good accuracy for both training and testing data, as well as it handles the missing data in a better way.

4. DATABASE

Numerous Facial Expression Recognizer datasets are now reachable to the scientists to fulfil the task, with variations in the count and dimensions of images, distinctions of the radiance, count and expression posture. Table 1 summarizes the FER databases used by various researchers in their works.

**FER2013 (KAGGLE):**

Wu et al. [15] discusses about the dataset for facial expression recognition (FER-2013) presented in ICML 2013, with 35,887 grayscale images. Formerly, 28,709 images and 3589 images are present in training and test data respectively. The faces in database are robotically enumerated using Google image search API. The faces are labelled as any of the six cardinal expressions as well as neutral. FER dataset is composed with facial occlusion, unfinished faces, low divergence images and even with faces having eyeglasses.

Angry, disgust and happy sample images are shown in Figure 3, 4 and 5 respectively from FER database.

![Figure 3. Sample images from the FER dataset for angry](image)

**Table 1. A summary of some FER databases**

<table>
<thead>
<tr>
<th>Databases</th>
<th>Descriptions</th>
<th>Emotions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMI [31]</td>
<td>2900 videos are used to identify the neutral, onset, apex, and offset.</td>
<td>Six primary emotions and one neutral feeling</td>
</tr>
<tr>
<td>MultiPie [32]</td>
<td>More than 750,000 photos were collected by 15 view and 19 illumination settings.</td>
<td>Anger, Disgust, Neutral, Happy, Squint, Scream, Surprise</td>
</tr>
<tr>
<td>SFEW [33]</td>
<td>700 photos with varying ages, occlusion, lighting, and head poses.</td>
<td>Six primary emotions and one neutral feeling</td>
</tr>
<tr>
<td>GEMEP FERA [34]</td>
<td>289 images sequences</td>
<td>Anger, Fear, Sadness, Relief, Happy</td>
</tr>
<tr>
<td>FER2013 [35]</td>
<td>Google image search yielded 35,887 grayscale images.</td>
<td>Six primary emotions and one neutral feeling</td>
</tr>
<tr>
<td>CK+ [36]</td>
<td>593 videos for posed and non-posed expressions</td>
<td>Six basic emotions, contempt and neutral</td>
</tr>
<tr>
<td>CASME II [37]</td>
<td>247 micro-expressions sequences</td>
<td>Surprise, Happy, Regression Disgust and others</td>
</tr>
<tr>
<td>JAFFE [38]</td>
<td>10 Japanese females posed for 213 grayscale photographs.</td>
<td>Six primary emotions and one neutral feeling</td>
</tr>
<tr>
<td>BU-3DFE [39]</td>
<td>2500 3D facial images captured on two view -45°, +45°</td>
<td>Six primary emotions and one neutral feeling</td>
</tr>
<tr>
<td>RAFD-DB [40]</td>
<td>30000 images from real world</td>
<td>Six primary emotions and one neutral feeling</td>
</tr>
<tr>
<td>Oulu-CASIA [41]</td>
<td>2880 videos captured in three different illumination conditions</td>
<td>Six basic emotions</td>
</tr>
<tr>
<td>AffectNet [42]</td>
<td>More than 440.000 images collected from the internet</td>
<td>Six primary emotions and one neutral feeling</td>
</tr>
</tbody>
</table>
Figure 4. Sample images from the FER dataset for disgust

Figure 5. Sample images from the FER dataset for happy

5. RESULTS AND DISCUSSIONS

This proposed method presents a multiple Deep learning model based on voting mechanism of facial expression recognition method, to attain all categories of model of the time, understand the model of decision fusion.

Figure 6. Experimental results in FER2013

In Figure 6 each classifier in deep learning techniques [43] is trained on every region of interest for five times, every time by using twenty percent of data as test set and the remaining eighty percent of data as training set. Consequently, every split is considered as test set for single time and for the remaining four times as a training set. For the proposed model the FER2013 dataset is considered which comprises of 35,887 distinct images, out of which 28,709 samples are considered as training set.

Table 2. Classifier performance

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy train</th>
<th>Accuracy test</th>
<th>F1 score train</th>
<th>F1 score test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.31</td>
<td>0.23</td>
<td>0.23</td>
<td>0.18</td>
</tr>
<tr>
<td>Support Vector</td>
<td>0.42</td>
<td>0.25</td>
<td>0.32</td>
<td>0.17</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.99</td>
<td>0.47</td>
<td>0.99</td>
<td>0.46</td>
</tr>
<tr>
<td>Voting Classifier</td>
<td>0.84</td>
<td>0.40</td>
<td>0.87</td>
<td>0.70</td>
</tr>
</tbody>
</table>

6. CONCLUSION

In this paper, we describe a fully deep neural network model for facial emotion recognition, which has been tested on public datasets to evaluate its performance. The work summarized the performance evaluations of the various classifiers. This work has a good amount of scope for improvement with the help of hyperparameter tuning. Deep learning for facial emotion recognition could be the effective initiation for many of the expression-based applications like online games, costumer feedbacks, learning status of students in online classes and many more. Facial expressions are simply one of many aspects that need to be encoded for human expressive behaviours in realistic applications. Combining many models into a high-level framework, which can provide supplementary information, may further boost robustness. Pure expression identification utilising only visible facial photos can produce promising results. This is a fascinating study area that also aids in the future study for clarifying the concept related to the facial expressions approaches with the aid of deep learning technique because of the strong complementarity between facial expressions and other modalities, such as infrared images, depth data from the 3D face replicas, and physiological data will take for good research in the field of deep learning.
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