
XGBoost Classifier with Hyperband Optimization for Cancer Prediction Based on 

Geneselection by Using Machine Learning Techniques 

Kommana Swathi*, Subrahmanyam Kodukula 

Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, Vaddeswaram, A.P, Guntur 

522302, India 

Corresponding Author Email: Kommanaswathi@gmail.com

https://doi.org/10.18280/ria.360502 ABSTRACT 

Received: 20 August 2022 

Accepted: 21 October 2022 

In the medical field, gene selection is critical, and it has the ability to diagnose diseases at 

an early stage. Data imbalance and poor feature selection performance are limitations in 

current techniques. Hyperband optimization is proposed in this paper to increase the 

performance of the XGBoost classifier. The NCBI gene dataset is utilised to evaluate the 

developed technique's performance in gene selection. The normalization procedure is used 

to scale the input data and decrease data discrepancies. When the Principal Component 

Analysis (PCA) method is used on input data to choose important features for classification, 

the independence variable becomes more difficult to interpret. To execute the gene 

selection for disease diagnosis, the selected features are applied to the XGBoost classifier. 

The hyperband optimization method searches in a distributed fashion to increase parameter 

exploration. The accuracy of the XGB-PCA-HO approach is 97.06%, XGB is 88.24%, and 

Random Forest is 85.29%. 
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1. INTRODUCTION

Early and accurate cancer prediction helps determine the 

best treatment option, and DNA microarray technology has 

shown considerable promise in cancer diagnosis and 

categorization. Tens of thousands of gene expressions are 

commonly recorded from each biological sample in cancer 

datasets gathered with microarray technology [1]. In DNA 

microarray datasets, tumor classification based on gene 

expression profiles has garnered a lot of attention, and gene 

selection plays an important role in improving microarray data 

classification performance [2]. One of the most difficult 

difficulties in microarray data analysis is gene selection as a 

key data preparation strategy for cancer classification. To find 

the optimum features for gene classification in detecting the 

lung cancer selection of optimum gene features was the main 

objective. The goal is to produce the most representative gene 

subset with the highest level of resolution by removing 

redundant and irrelevant genes [3]. In gene expression, two 

types of data reduction exist: relevant and redundant data 

reduction. Genes and label data are valued in terms of class 

labels, which are proportionate to a gene's importance in the 

classification process [4]. There are three types of gene 

selection methods: (1) filter, (2) wrapper, and (3) hybrid. 

Rather of considering each gene separately, filter-based 

approaches select genes based on the overall features of the 

data. Wrapper approaches, on the other hand, look at gene-to-

gene relationships and use a classification model to rate the 

different gene subsets before selecting the most promising [5]. 

For analyzing biological data, machine learning has proven 

to be a highly successful tool. It has primarily been employed 

in the previous two decades in a range of biological sciences 

fields. The building of prediction models is one of the most 

fascinating applications of machine learning [6]. Many genes 

in high-dimensional gene expression data are likely to be 

irrelevant, and there is a strong link between them. The 

accuracy of several categorization systems has been 

demonstrated to improve with gene selection [7]. Several 

contemporary approaches were employed to apply gene 

selection for disease classification. Existing methods have 

drawbacks such an unbalanced dataset, a small sample size, 

and overfitting [8-10]. 

The literature review is found in Section 2, the proposed 

approach is explained in Section 3, the findings are presented 

in Section 4, and the conclusion is presented in Section 5. 

2. LITERATURE REVIEW

Gene selection approach has recently been utilized for 

cancer categorization for early diagnosis, and this is a hot 

study area. Many studies for cancer categorization based on 

gene selection have been conducted, and some of the most 

noteworthy methods are reviewed in this section. 

Huang et al. [11] combined data from the Cancer Linker 

Degree (CLD), the weighted Domain Frequency Score (DFS), 

the Domain-Domain Interaction (DDI), and the Protein-

Protein Interaction (PPI) for gene classification and cancer 

prediction (PPI). Individual methods, coupled methods, and 

combinations of identical sorts of methods for prediction were 

used. In terms of prediction, the created machine learning with 

voting method outperforms the current method. The weighted 

DFS technique measures the probability of domain occurrence 

in non-cancer and cancer proteins in an adaptive way. The 

performance of the feature selection approach is poor, which 

leads to an overfitting problem in the machine learning method. 

Using microarray data, Azzawi et al. [12] used a Gene 

Expression Programming (GEP)-based algorithm to predict 
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lung cancer. Two gene selection strategies for extracting 

relevant genes in lung cancer are proposed, as well as distinct 

prediction models based on the gene selection methods. The 

radial basis function neural network, multi-layer perceptron, 

and support vector machine were employed to make the 

predictions. The presented method outperforms other methods 

when it comes to gene prediction. The developed technique 

performs poorly with missing datasets, which has an impact 

on prediction performance. 

For estimating gene coefficient, a proposed L1 In high-

dimensional cancer classification, a logistic regression model 

for gene prediction was provided by Wu et al. [13]. The 

selection of genes is dependent on L1 and does not have oracle 

properties. The L1 logistic regression method was tested in 

gene prediction using a DNA-based microarray dataset. To 

tackle the overfitting problem, small sample size, and high-

dimensional data, the gene selection approach is used in cancer 

classification. The performance of the created technique was 

tested using datasets such as GSE10072, GSE19084, and 

GSE4115. When compared to existing gene selection 

approaches, the new method outperforms them. In terms of 

prediction, the created technique has a worse performance in 

the imbalance dataset. 

In order to classify diseases, Li and Liu [14] used a 

regularized logistic regression method to select genes from 

gene expressed data. To properly choose the gene for 

classification, the seven penalty was employed in regularized 

logistic regression approach. The performance of the 

developed approach in classification was tested using several 

datasets. The SCAD, L1/2, lasso, and elastic net were used as 

penalties to improve the classification's performance. On gene 

selection, a functional enrichment analysis is performed, and 

logistic regression is constructed to increase the model's 

performance. In terms of gene selection, the suggested strategy 

outperforms previous methods. In disease categorization, the 

developed technique has an overfitting problem. 

A hybrid wrapper technique that combines the Gravitational 

Search Algorithm (GSA) and Teaching Learning Based 

Optimization (TLBO) has been developed for gene 

categorization [15]. For the continuous search space, a novel 

encoding approach is used. In the gene expression dataset, 

feature selection was done using the minimum redundancy 

maximum relevance method. In the teaching phase, the 

gravitational search strategy is utilized to improve the 

evolution process's search power. For the fitness function, the 

Nave Bayes model is utilized to choose the gene in cancer 

classification. The biological datasets were utilized to evaluate 

the created method's performance and compare it to other 

approaches. The new approach has a lower convergence rate 

and is more prone to trapping in local optima. 

 

 

3. PROPOSED METHOD 

 

The hyperband optimization strategy in the XGBoost 

classifier was used in this study to increase the classifier's 

performance in gene selection. The performance of 

categorization was tested using the NCBI dataset of gene 

expression. The normalization procedure is used to scale the 

data and reduce the disparity in the data. The PCA approach 

chooses the relevant features for gene categorization, reducing 

the interpretability of the independent variable. Figure 1 

depicts the block diagram of the proposed XGB-PCA-HO 

technique. 

 
 

Figure 1. Proposed XGB-PCA-HO method in gene 

classification 

 

3.1 Principal Component Analysis (PCA) 

 

PCA is a technique for reducing data dimensions [16-18]. 

The PCA has been widely used in a variety of sectors because 

to its simplicity and ease of understanding, as well as the fact 

that it has no parameter constraints. The PCA's main goal is to 

convert n-dimensional characteristics into k-dimensional 

ones(𝑘 ≤ 𝑛). Primary components are k-dimensional qualities 

that are rebuilt from n-dimensional input. The PCA's main 

goal is to decrease data redundancy while retaining as much 

information as feasible in order to meet the goal of dimension 

reduction.  

The following are the steps of the PCA: 

Step1: Find the sample mean of the n-dimensional data set 

𝑋, where 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑚}.  

 

𝛼 =
1

𝑚
∑ 𝑥𝑖

𝑚
𝑖=1   (1) 

 

where, m denotes the total number of samples i= 1, m, and 𝛼 

denotes the sample mean found. 

 Step 2: Calculate the sample set's covariance matrix using 

the produced sample mean. 

 

𝐶 =
1

𝑚
∑ (𝑥𝑖 − 𝛼)(𝑥𝑖 − 𝛼)𝑇𝑚

𝑖=1   (2) 

 

C stands for the sample set's covariance matrix. 

Step 3: Calculate the sample covariance matrix's feature 

values and feature vectors. 

 

𝐶 = 𝑄. ∑. 𝑄𝑇  (3) 

 

∑ = 𝑑𝑖𝑎𝑔(𝜆1, 𝜆2, … , 𝜆𝑛)𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆2 ≥ 0 (4) 

 

𝑄 = [𝑞1, 𝑞2, … , 𝑞𝑛] (5) 

 

where, Q is the feature matrix formed of the matching feature 

vector qi of the feature value 𝜆𝑖  , 𝑖 =  1, . . . , 𝑛, and ∑ is the 

organized diagonal matrix of n feature values of the covariance 

matrix in descending order. 
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Step 4: Calculate the cumulative variance contribution rate 

of the first k-row primary elements using the feature values 

and feature vectors acquired. 

 

𝜃 = ∑ 𝜆𝑖
𝑘
𝑖=1 / ∑ 𝜆𝑗

𝑚
𝑗=1   (6) 

 

where, 𝜃  is cumulative variance contribution rate of the 

former k-row principal elements, and the value of 𝜃 is usually 

greater than or equal to 0.9.  

Step 5: Utilize the obtained k-row feature vector to 

complete the dimension reduction. 

 

𝑃 = 𝑄𝑘 (7) 

 

𝑌 = 𝑃. 𝑋 (8) 

 

where, 𝑃  is a feature matrix, which is composed of 

corresponding feature vectors of the first k-row feature values 

(𝑘 ≤  𝑛). 𝑄𝑘  is a feature matrix, which is composed of the 

first k-row feature values (𝑘 ≤  𝑛) . And 𝑌  is the k-

dimensional data.  

 

3.2 Hyperband optimization 

 

The basic idea behind Hyperband is to devote more 

resources to hyperparameter combinations that are more 

promising. It begins by creating a set of n trial points (each 

trial point corresponding to one hyperparameter configuration). 

Then it uniformly assigns a budget to each trial point and 

assesses its performance (i.e., objective function) against that 

budget. Below is a diagram of the hyperband optimization 

algorithm. 

 

Algorithm: Hyper parameter optimization 

Input: Single hyper-parameter configuration 𝑅 , and 

proportion controller 𝜂 

Output: one hyper-parameter configuration 

Initialization: 𝑠𝑚𝑎𝑥 = ⌊log𝜂(𝑅)⌋, 𝐵 = (𝑠𝑚𝑎𝑥 + 1)𝑅 

For 𝑠 ∈ {𝑠𝑚𝑎𝑥 , 𝑠𝑚𝑎𝑥 − 1, … ,0} do 

 𝑛 = ⌈
𝐵

𝑅
(

𝜂𝑠

𝑠+1
)⌉ , 𝑟 = 𝑅𝜂−𝑠 

 𝑋 = 𝑔𝑒𝑡_ℎ𝑦𝑝𝑒𝑟𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟_𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑛) 

 for 𝑖 ∈ 0, … , 𝑠 do 

  𝑛𝑖 = ⌊𝑛𝜂−𝑖⌋ 

  𝑛𝑖 = ⌊𝑛𝜂−𝑖⌋ 

  𝑟𝑖 = 𝑟𝜂𝑖 

  𝐹 =
{𝑟𝑢𝑛_𝑡ℎ𝑒𝑛_𝑟𝑒𝑡𝑢𝑟𝑛_𝑜𝑏𝑗_𝑣𝑎𝑙(𝑥, 𝑟𝑖): 𝑥 ∈ 𝑋} 

  𝑋 = 𝑡𝑜𝑝_𝑘(𝑋, 𝐹, ⌊𝑛𝑖/𝜂⌋) 

return the configuration with the highest value of the 

objective function 

 

3.3 XGBoost algorithm 

 

XGBoost method is a machine learning method that consists 

of a sequence of weak predictors [19, 20]. The gradient 

boosting approach is the foundation of this method. Iterative 

tree estimation with residuals obtained at each step and 

adaptive estimate updates is what gradient boosting is all about. 

Gradient boosting uses the gradient descent approach to split 

the favorites and minimize the objective function's point. 

The XGBoost optimization is compared with gradient 

boosting due to regularization to avoid bias and overfitting, 

missing values management, tree pruning operations, parallel 

and distribution computing use, and its scalability. 

The variables 𝑥𝑖 is a set of values in input data and predict 

the variable 𝑦𝑖 , as given in Eq. (9). 

 
{(𝑥𝑖 − 𝑦𝑖)}𝑖=1

𝑛  (9) 

 

This consists of training dataset; the model predicts the 

variable value 𝑦𝑖 based on variable 𝑥𝑖 to characterize multiple 

features. The predicted value is 𝑦𝑖̂ = ∑ 𝜃𝑗𝑥𝑖𝑗𝑗  is used in a 

linear regression problem, where weight of 𝑥𝑗 is denoted as 𝜃𝑗. 

The model parameters are denoted as 𝜃 in a generic problem. 

The objective function measures model ability to fit training 

data that consists of two terms, as given in Eq. (10). 

 

𝑂𝑏𝑗(𝜃) = 𝐿(𝜃) + Ω(θ) (10) 

 

where, regularization term is denoted as Ω(𝜃)  and training 

loss function is denoted as 𝐿(𝜃). The prediction is evaluated 

using differentiable function of loss function. The 

regularization term helps to control model complexity and 

avoid overfitting. 

The loss function of Taylor expansion is used in XGBoost 

to design objective function, as given in Eq. (11). 

 

𝑂𝑏𝑗(𝜃) = ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)]𝑛
𝑖=1 + Ω(𝑓𝑡)  (11) 

 

where, 𝑔𝑖 = 𝜕
𝑦𝑖̂

𝑡−1𝐿(𝑦𝑖 , 𝑦𝑖̂
𝑡−1) , while ℎ𝑖 = 𝜕𝑦̂𝑡−1

2 𝐿(𝑦𝑖 , 𝑦̂𝑖
𝑡−1) . 

The following quantities are defined, as given in Eq. (12) to 

(14). 

 

𝐺𝑗 = ∑ 𝑔𝑖𝑖∈𝐼𝑗
  (12) 

 

𝐻𝑗 = ∑ ℎ𝑖𝑖∈𝐼𝑗
  (13) 

 

𝐼𝑗 = {𝑖|𝑞(𝑥𝑖) = 𝑗} (14) 

 

The 𝑗 -th leaf optimal weight value is denoted as 𝜃𝑗 =

− (
𝐺𝑗

𝐻𝑗+𝜆
)  that returns the leaf index itself. The 𝑗 -th leaf 

instance set is denoted as 𝐼𝑗  and mapping function of data 

instance into tree leaf. The model optimizes based on objective 

function is given in Eq. (15). 

 

𝑂𝑏𝑗 = −
1

2
∑

𝐺𝑗
2

𝐻𝑗+𝜆
+ 𝛾𝑇𝑇

𝑗=1   (15) 

 

where, characterize of tree leaves is denoted as 𝑇. 

The algorithm computation cost is due to all tree training in 

simultaneous. The split candidate evaluates based on gain 

function, is given as in Eq. (16). 

 

𝐺𝑎𝑖𝑛 =
𝐺𝐿

2

𝐻𝐿+𝜆
+

𝐺𝑅
2

𝐻𝑅+𝜆
−

𝐺𝑃
2

𝐻𝑃+𝜆
  (16) 

 

where, left nodes (subscript L) are contributed based on first 

term, the right nodes (subscript R) is contributed based on 

second term, the parent leaf node (subscript P) is contributed 

by the last term. The greatest gain of split condition is selected 

and pruning method is used to optimize a tree level to reduce 

overfitting. 
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4. RESULTS 

 

In this study, the hyperband optimization strategy is applied 

to improve the XGBoost classifier's gene selection 

classification performance. Using NCBI genes such as 

GSE10072, GSE19084, and GSE4115, the performance of the 

proposed technique in gene selection was assessed. To extract 

important features from the input dataset and apply them to the 

XGBoost classifier, the PCA approach is used. Using the 

Hyperband optimization method, the XGBoost classifier 

parameter is fine-tuned. 

Table 1 compares and contrasts the existing and proposed 

gene classification techniques of TN, TP, FN, and FP. This 

demonstrates that the suggested strategy outperforms existing 

gene categorization methods. Random Forest outperforms 

SVM and Neural Network. 

Table 2 compares the proposed XGB-PCA-HO 

methodology to known approaches like support vector 

machine, random forest, neural networks etc., for gene 

classification. The proposed XGB-PCA-HO strategy 

surpasses previous methods in terms of accuracy, sensitivity, 

specificity, precision, recall, and F-measurement which are 

measured as a growth percentage. To increase classification 

performance, the hyperband optimization approach chooses 

the appropriate parameter settings for the XGBoost method. 

To optimize the exploration of the process, the search 

procedure for hyperband optimization is distributed evenly. 

The hyperparameter setup aids in the improvement of the 

created method's gene classification ability. The SVM method 

is limited by the problem of imbalanced data in classification. 

When the number of trees is little, the Random Forest 

technique has the limitation of overfitting, and when the 

number of trees is high, the method has instable performance. 

 

Table 1. Metrics of proposed method 

 

 TN TP FN FP 

Logistic Regression 1 11 9 13 

Naive Bayes 1 13 7 13 

K-Means 1 15 5 13 

SVM 7 19 1 7 

Neural Network 9 18 2 5 

Random forest 12 17 3 2 

XGB-GS 13 17 2 2 

XGB-PCA 13 18 2 1 

XGB-PCA- HO 13 20 1 0 

 

Figure 2 compares the proposed XGB-PCA-HO method to 

known gene categorization methods. The suggested XGB-

PCA-HO approach benefits from hyperparameter 

optimization via hyperband optimization. The hyperband 

optimization method performs the search process in equal 

distributed manner that helps to improve the exploration 

process. The PCA method reduces the overfitting process in 

the training and independent variables are less interpretable. 

The proposed XGB-PCA-HO method has accuracy of 97.06% 

and existing random forest has 85.29% accuracy. 

 

 
 

Figure 2. Accuracy of the proposed XGB-PCA-HO method 

 

 
 

Figure 3. Sensitivity of proposed XGB-PCA-GS method 

 

 
 

Figure 4. Specificity of proposed XGB-PCA-HO method 
 

Table 2. Performance analysis of proposed method 
 

Methods Accuracy Sensitivity Specificity Precision Recall F-measure 

Logistic Regression 35.29 55.00 7.14 45.83 55.00 50.00 

Naive Bayes 41.18 65.00 7.14 50.00 65.00 56.52 

K-Means 47.06 75.00 7.14 53.57 75.00 62.50 

SVM 76.47 95.00 50.00 73.08 95.00 82.61 

Neural Network 79.41 90.00 64.29 78.26 90.00 83.72 

Random forest 85.29 85.00 85.71 89.47 85.00 87.18 

XGB-GS 88.24 89.47 86.67 89.47 89.47 89.47 

XGB-PCA 91.18 90.00 92.86 94.74 90.00 92.31 

XGB-PCA- HO 97.06 95.24 100.00 100.00 95.24 97.56 
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The proposed XGB-PCA-HO method and existing method 

sensitivity were measured, as shown in Figure 3. The 

sensitivity is important metrics due to its measures the 

classification performance related to class. The proposed 

method has higher sensitivity due to its selection of features 

and parameter setting in classification. To improve the 

exploration of the parameter search process, the hyperband 

optimization approach runs the search process in a distributed 

manner. The suggested XGB-PCA-HO approach has a 

sensitivity of 95.24%, while the existing random forest method 

has a sensitivity of 85.71%. 

Figure 4 compares the specificity of the proposed XGB-

PCA-HO approach with that of existing methods. In 

comparison to existing gene selection methods, the suggested 

method has a high specificity. The proposed method has the 

advantage of allowing you to choose your hyperparameters 

depending on hyperband optimization. The suggested XGB-

PCA-HO approach has a specificity of 99.99%, while the 

existing random forest method has a specificity of 85.71%. 

 

 

5. CONCLUSION 

 

Gene selection method has the ability to diagnose diseases 

at an early stage, which is a difficult task. Existing techniques 

have limitations in terms of data imbalance and feature 

selection efficiency. To increase classification performance, 

the hyperband optimization strategy is developed in this study 

for the XGBoost classifier. To optimize the exploration 

process for parameter settings, the hyperband optimization 

approach searches in a dispersed manner. This aids in the 

selection of the classifier's parameter to avoid overfitting and 

overcome the imbalance problem. The proposed XGB-PCA-

HO approach is 97.06% accurate, while random forest is 

85.29% accurate. The proposed method's future development 

entails using an LSTM-based method to analyze massive gene 

datasets. 
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NOMENCLATURE 

 

Subscripts 

 

n Size of data set before reduction 

k Size of data set after reduction 

TN True negatives 

TP True positives 

FN False negatives 

FP False positives 

 

Greek symbols 

 

 Mean of n-dimensional data 

Ɵ Feature vector 
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