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Apple orchards in the Imouzzer Kandar region (Morocco) suffer from numerous leaf 

diseases causing extreme yield losses. Early diagnosis favors the control of these diseases 

by optimizing the use of chemical products and reducing environmental impacts. In this 

context, we propose the deployment of an automated detection and classification system 

for these apple leaf diseases. We have pre-trained the convolutional neural network 

MobileNet V2 and evaluated its performance across several hyperlearning parameters to 

recognize the symptoms of the eight most common diseases in the region. The results show 

that MobileNet V2 is more than 98% effective in identifying these diseases. This 

encourages us to introduce this valuable tool to farmers looking to improve the quality of 

their crops. 
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1. INTRODUCTION

The Region of Fez-Meknes represents a favorable 

environment for the cultivation of apple trees. Its geographical 

location hinge between the foot of the Rif, the High and 

Middle Atlas, gives it an availability of sufficient surface and 

underground water, suitable soil types and a climate favorable 

to apple growing. During this decade, the average annual 

production of apples in the region of Fez-Meknes, including 

the area of Imouzzer Kandar known for its quality taste, size 

and good conservation, has experienced an expansion of 30%, 

exceeding the mark of 50 thousand tons. 

This production expansion was accompanied, also, by an 

expansion of phytosanitary problems, pests and other diseases 

encountered by apple growers. The situation has deteriorated 

further following the adverse influence of climate change on 

the biology of plant and animal species. Production has 

suffered significant damage as a result. The impacts range 

from an unattractive aesthetic appearance and poor fruit 

quality to a decrease in yield or even complete loss of fruit or 

trees. Thus, they hinder marketing and cause huge economic 

losses [1].  

Nowadays, apple orchards have a high density of 

plantations. As a result, pathogens spread rapidly and can 

destroy entire orchards [2]. 

The current state of the art is replete with risk prediction 

models for apple leaf pests and diseases. There are still several 

treatment programs depending on the severity, incidence and 

period of infection taking into account the weather conditions 

[1]. 

However, early detection promotes effective control of 

these diseases and pests [3]. While a late or incorrect diagnosis 

leads to a rapid spread of these diseases, improper use of 

phytosanitary products, increased production costs, impacts on 

the environment and human health. 

Thus, automatic recognition and classification of plant 

diseases can help apple growers fight diseases in a timely 

manner and improve the productivity and quality of their apple 

orchards. 

The rest of this paper is structured as follows. In Section 2, 

after presenting the problem and specifics related to our area, 

we present related work and our previous work in terms of 

using Deep Learning technology. Then, we introduce the 

material and the proposed method in Section 3, followed by 

the results and discussions in Section 4. Finally, Section 5 

concludes the paper and presents our future work. 

2. RELATED WORKS

Nowadays, machine learning and digital imaging have 

unveiled a significant interest in artificial intelligence. Deep 

learning is a technique based on the neural network model and 

is currently enjoying great success in several research fields. 

In the field of precision agriculture, we evaluated the impact 

of this new technology in weed detection by analyzing and 

comparing the effectiveness of several convolutional neural 

networks [4]. The results obtained allowed us to improve the 

speed and efficiency of our previous solution, based on the 

combined use of Haar pseudo-features and the AdaBoost 
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algorithm, for real-time weed detection [5] and selection [6]. 

Then, we successfully used it to detect the weed and locate its 

location in the plot accurately [7]. 

In the textile industry, we have used this same technique to 

recognize and identify fabric defects in real time [8]. 

In the field of plant diseases identification, several 

researchers have relied on machine learning algorithms known 

in the literature, namely: random forests, k-nearest neighbors or 

even wide-margin separators (SVM) [9-18], to automatically 

diagnose diseases and improve test times and accuracy of results. 

Other researchers have used convolutional neural networks 

(CNNs) to detect disease in crops [19-26]. These studies have 

shown that the use of CNNs reduces the demand for image 

preprocessing and improves detection accuracy. 

In terms of leaf disease detection, the authors [27] used a 

CNN-based approach for the detection and distinction of 

speckle-infected leaves. The AlexNet and GoogLeNet CNNs 

have been used to detect plant diseases from images [19]. A 

mobile, interactive and semi-automated application has been 

developed to separate diseased tissue from healthy tissue [28]. 

A computer vision system named Cercospora leaf spot (CLS) 

Rater, was developed to assess the degree of CLS infection in 

sugar beet crop [29]. Another system has been studied to detect 

and evaluate disease symptoms in a variety of leaf shapes and 

sizes [30]. 

In contrast, according to the study [31], all these above-

mentioned methods have difficulty in detecting a specific 

disease among a large number of symptoms due to different 

overlapping biotic and abiotic stresses. 

Especially, in apple disease detection and classification. 

The combination of color, texture and shape features on apple 

images and multi-class wide-margin separators (MSVM) [32] 

gave better results. 

On the other hand, the authors [33] trained a CNN 

convolutional neural network to detect and identify four 

common types of apple leaf diseases namely Mosaic, Rust, 

Brown spot and Alternaria leaf spot. The results obtained 

prove that this leaf disease identification approach using a 

CNN gives an overall accuracy of 97.62%. 

In this article, we studied the influence of different training 

parameters, of the convolutional neural network MobileNet V2, 

for the classification of eight classes of biotic and abiotic diseases 

of common apple leaves in our region, namely: Scob, Alternaria, 

Powdery, MLB, Mosaic, Multiple, Necrosis and Insect. 

The choice of this CNN is justified by its compactness, its 

speed and its lightness displayed in our previous study [4] and 

the study conducted on leaf disease classification of tomato 

using MobileNet v2 [34]. Thus, this lightweight model of 

CNN can be implemented in a low-cost board like the 

Raspberry board and also in the most widely used entry-level 

smartphones. 

 

 

3. MATERIAL AND METHOD 

 

In this work, we used a Dell laptop equipped with an Intel 

Core i5-1145G7 @ 1.5 GHz up to 2.60 GHz processor with 16 

GB of DDR4-3200 MHz RAM. 

Moreover, we used TensorFlow implemented on the Python 

platform requiring no GPU. Thus, we were able to test several 

MobileNet V2 hyperparameter configurations separately, 

namely: The batch size, the different optimizers and the 

learning rate, to find their optimal setting. 

 

3.1 Presentation of MobileNet CNN 

 

The MobileNet [35] is a scaled-down CNN (Figure 1), 

designed specifically for mobile applications and devices. The 

basic idea behind its success is the replacement of the classical 

convolution by two new distinct processes namely depthwise 

and pointwise separable convolution (Figure 1). 

 

3.1.1 Depthwise convolution 

Deep convolution is a subversion of classical convolution 

[36]. Thus, the standard convolution process is distributed 

over several steps depending on the number of channels in the 

image. Then, it is applied separately on each channel, ie the 

depth. The kernel size is also reduced according to the same 

grouping. 

Similarly, the spatial characteristics are collected separately 

which leads to the recduction of the necessary parameters. 

Depthwise convolution does not increase image depth. The 

major difference between 2D convolution and depthwise 

convolution is that the former is performed on all or several 

input channels, whereas in depthwise convolution each channel 

is processed separately according to the following steps: 

(1) Input tensor of 3 dimensions is split into separate channels; 

(2) For each channel, the input is convolved with a filter (2D); 

(3) The output of each channel is then stacked together to get 

the output on the entire 3D tensor. 

 

3.1.2 Pointwise convolution 

Unlike depth convolution, point convolution sets the height 

and width of the filter to 1 [37], while the depth remains based 

on the input channels. This convolution immediately follows 

the depth convolution to form the total convolution while 

keeping few parameters.  

The Pointwise Convolution consists of combining the 

outputs of the Depthwise Convolution, it is also called 1×1 

convolution. 

It performs a convolution on the three outputs of the 

Depthwise Convolution simultaneously. By using N kernels, 

we obtain at the output of the Pointwise Convolution an image 

of depth N. The pointwise convolution increases the depth of 

the image. It can be used to dimension the characteristics of 

the output channels. 

 

 
 

Figure 1. Depth-separable convolutions diagram 

746



 

This approach allows MobileNet to benefit from a smaller 

size and higher performance compared to others CNNs (Table 

1). Thanks to these performances, MobileNet is an ideal CNN 

for embedded systems. 

 

Table 1. Performance comparison between some CNNs 

 

Model 
ImageNet 

Accuracy 

Million Multi-

Adds 

Million 

Parameters 

1.0 MobileNet-244 70.6% 569 4.2 

GoogleNet 69.8% 1550 6.8 

VGG 16 71.5% 15300 138 

 

MobileNet V2 is its improved version introduced in 2018 

[38] (Figure 2). Thanks to the improvement of the linear 

bottleneck and the inverted residual block, the size has been 

further reduced and the number of parameters has been 

reduced from 4.2 to 3.4 M while keeping the same 

performance as the first version. 

 

 
 

Figure 2. MobileNet V2 architecture 

 

3.2 The MobileNet V2 approach 

 

We trained convolution neural network “MobileNet V2” to 

detect and classify several apple leaf diseases (Figure 3). The 

training was performed on a dataset consisting of 3642 high 

quality images of different apple leaves [31] available free of 

charge at: https://www.kaggle.com/competitions/plant-

pathology-2020-fgvc7/.  

In addition, we used other images captured manually from 

different angles with varying illumination, surface and noise. 

Some images show healthy leaves, others show leaves 

showing actual symptoms of apple leaf disease, while the last 

category of images shows multiple diseases on a single leaf. 

In general, we have defined nine classes for apple leaves, 

namely: Healthy, Scob, Alternaria, Powdery, MLB, Mosaic, 

Necrosis, Insect and Multiple diseases. 

First, we annotated these images using the valuable help of 

local experts to determine the nine classes of apple leaves 

(Figures 4). Then we augmented the dataset by randomly 

adjusting the brightness, contrast, rotation and flipping the 

image processing software (IrfanView version 4.54). 

Accordingly, we extracted 18000 images with 2000 images 

for each of the nine classes. All these images have been resized 

to 224 × 224 pixels according to the MobileNet V2 model 

input format. Then, these images were randomly divided into 

three groups relating to training, testing and validation. 

 
 

Figure 3. MobileNet approach 

 

 
a) Healthy 

 
b) Alternaria 

 
c) Apple Mosaic 

 
d) Insect 

 
e) MLB 

 
f) Necrosis 

 
g) Powdery mildew 

 
h) Scab 

 
i) Multiple 

 

Figure 4. Apple leaf diseases 

 

Finally, we fine-tuned the convolution neural network 

“MobileNet V2”. The performance in terms of detection and 

classification of apple leaf diseases is given by the measured 

average accuracy (1) according to the study [39]. 

 

1

k
i i

i i i i i

TP TN

TP TN FP TN
accuracy

k

=

+

+ + +
=


 

(1) 

 

The performance evaluation of a multiclass classification is 

done in the same way as a simple binary classification 

composed of two classes namely: "positive" and "negative". 

Metrics are obtained from the following five measures: 

k: Total number of classes; 

TP: True Positives: Number of positive elements correctly 

predicted; 
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FP: False positives: Number of negative elements 

incorrectly predicted to be positives; 

TN: True Negatives: number of negative elements correctly 

predicted; 

FN: False Negatives: Number of positives elements 

incorrectly predicted to be negative. 

 

 

4. RESULTS AND DISCUSSION 

 

In this part, we perform an analysis of the effectiveness of 

apple leaf disease detection using the CNN MobileNet V2. 

According to several hyper learning parameters, namely: 

The optimizers; 

The learning rate; 

The data subset ratios; 

The batch size. 

 

4.1 Influences of optimizers on classification performance 

 

When training a deep learning model, the weights are 

changed and the loss function is minimized at each epoch. An 

optimizer is a function or algorithm that modifies the attributes 

of the neural network, such as weights and learning rate. Thus, 

it helps to reduce overall loss and improve accuracy.  

The problem of choosing the right weights for the model is 

a daunting task because a deep learning model usually consists 

of millions of parameters. This raises the need to choose an 

optimization algorithm well suited to each application. 

In this step, we studied the influence of the following 

optimizers: Adagrad [37], Adam [38], SGD [40], RMSprop 

and Nadam [41-42], on the classification of apple leaf diseases. 

The other hyperparameters remain fixed, namely: 

Batch size=32; 

Learning rate=0.1; 

Data subset ratios=9:1. 

The results (Figure 5) show that the Adagrad optimizer 

obtained the best score with an accuracy of 95%. Next comes 

Adam with an accuracy of 90% and SGD with 87.32%. While 

the RMSProp and Nadam optimizers achieved very low 

accuracy compared to the previous ones (Table 2). 

 

 
 

Figure 5. Influences of optimizers 

 

Table 2. Final accuracy and loss of used optimizers 

 
Optimizers Final Accuracy Final Loss 

Adagrad 0.95 0.1554 

Adam 0.90 0.2587 

SGD 0.87 0.4306 

RMSprop 0.61 4.3899 

Nadam 0.11 20.5444 

4.2 Influences of learning rate on classification 

performance 

 

The learning rate is a multiplicative factor applied to the 

gradient in order to vary the gain of the gradient. The gradient 

descent algorithm multiplies the learning rate by the gradient 

at each iteration. The product thus generated is called gradient 

gain. 

Thus, the learning rate is a hyperparameter that plays on the 

speed of the gradient descent: a greater or lesser number of 

iterations is necessary before the algorithm converges, that is 

to say that an optimal learning of the network is achieved. 

In this step, we varied the learning rate for each optimizer 

in the previous step. We have noticed that the Adam optimizer 

is the one that best responds to the variation of this parameter, 

while the other optimizers remain less sensitive to the variation 

of the learning rate in the domain of variation chosen by this 

study. The other hyperparameters remain fixed, namely: 

Batch size=32; 

Data subset ratios=9:1. 

We have chosen to test the following values for this 

parameter. 

Learning rate = {0.1, 0.01, 0.001, 0.0001, 0.00001}. 

The results (Figure 6) show that the value 0.001 of the 

learning rate achieved the best accuracy of 89.79% (Table 3). 

 

 
 

Figure 6. Influences of learning rate 

 

Table 3. Final accuracy and loss of used learning rates 

 
Learning Rate Final Accuracy Final Loss 

0.00001 85.12 6.98 

0.0001 87.23 5.57 

0.001 89.79 3.71 

0.01 83.43 3,99 

0.1 80.11 7.92 

 

4.3. Influences of data subset ratios on classification 

performance 

 

A successful learning model depends above all on quality 

data: It is therefore necessary to pre-process the data collected 

in order to extract its full potential. 

The dataset translates to set or collection of data. It is a 

coherent set of data that can be presented in different formats: 

numerical data, text, video, image or even sound. 

The dataset is a cornerstone of machine learning. It will be 

used to teach a model to perform a task or make a prediction. 

The training dataset is divided into three subsets namely 

training subset used for MobileNet V2 training, test subset for 
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training performance evaluations and validation subset, which 

is used to validate the result of the training.  

In this step, we changed the ratios of the training subset and 

the test subset. Inspired by Kadim et al. [42], four ratios 

namely, 9:1; 4:1; 7:3 and 3:2 is used. The other 

hyperparameters remain fixed, namely: 

Batch size=32; 

Learning rate=0.1; 

Optimizer=Adam. 

The classification results (Figure 7) showed that the 4:1 

ratio achieved the best accuracy of 95.33% (Table 4). 

 

 
 

Figure 7. Influences of data subset ratios 

 

Table 4. Final accuracy and loss of used data subset ratios 

 
Training Testing ratio Final Accuracy Final Loss 

6480 720 9:1 91.27 0.4130 

5760 1440 4:1 95.33 0.1535 

5040 2160 7:3 78.55 0.7551 

4320 2880 3:2 42.61 0.8613 

 

Figure 7 shows that the rate of data sets can have a 

remarkable influence on model performance. The greatest 

influence was observed for the Adam optimizer. However, the 

Adagrad optimizer, selected in section 4.1, showed a minimal 

difference of about 1% in accuracy. The best accuracy 

obtained was 98% with the 4:1 rate. 

 

4.4 Influences of batch size on classification performance 

 

The batch size is the number of samples sent to the network 

for one training iteration. This approach allows multiple 

images to be analyzed instead of just one at a time, which 

reduces fluctuation in training error. On the other hand, a value 

that is too large causes an excessive generalization of the 

model formed. 

This hyperparameter is usually fixed during the learning and 

inference processes. However, TensorFlow supports dynamic 

lot sizes. 

In this step, we evaluated the performance of the 

classification according to three values of lot sizes namely, 16, 

32 and 48. The other hyperparameters remain fixed, namely: 

Data subset ratios=9:1; 

Learning rate=0.1; 

Optimizer=Adagrad. 

The results (Figure 8) show that the value 16 gives the best 

precision of 95.11% (Table 5). 

 

 
 

Figure 8. Influences of batch sizes 

 

Table 5. Final accuracy and loss of used batch sizes 

 
Batch Size Final Accuracy Final Loss 

16 95.11 0.1229 

32 93.47 0.4153 

48 84.79 0.7012 

 

Similarly, Figure 8 shows that the Batch Size 

hyperparameter can have a remarkable influence on the model 

performance. The greatest influence was observed for the 

following values (Data subset ratios = 9:1, Learning rate = 0.1 

and Optimizer = Adagrad). 

On the other hand, taking into account the optimal values 

from the previous sections (Data subset ratios = 4:1, Learning 

rate = 0.001 and Optimizer = Adagrad) the best accuracy 

obtained was 98% with a batch size = 16. 

 

 

5. CONCLUSIONS 

 

MobileNet V2 shows better performance in apple leaf 

disease classification by combining the Adagrad optimizer 

with a batch size of 16. More accurate results can be obtained 

by choosing a learning rate of 0.001 and a 4:1 data subset ratio 

obtained between the number of training images and the 

number of test images. Thus, the accuracy obtained is greater 

than 98%. 

We conclude that MobileNet V2 can successfully detect and 

classify various apple leaf diseases in our region. Given these 

results, MobileNet V2 remains our team's favorite CNN for 

embedded applications due to its high performance and 

compact size. 

For future work, we plan to integrate it into an android 

application to detect and classify all leaf and fruit diseases in 

the region. This will allow arborists to benefit from the latest 

technical advances in order to detect diseases early, treat them 

at the right time and improve the yield and quality of their 

products accordingly. 
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