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Optimum resources utilization in computing devices especially power is among the 

prime areas of research from the very beginning of computer systems. However, its 

importance in the current era has been significantly increased due to the diverse nature 

of devices and their real time applications. On the other hand, paradigm is shifting 

towards sustainable resources that are green/environment friendly (low emission) in 

nature and produce relatively low energy/power. Real time systems (RTS) are relatively 

power-hungry due to their time constrained nature. So, there is room to investigate the 

scheduling algorithms (schedulers) with minimum (low) power consumption. On the 

other hand simulators are the software that mimic the real time environment for various 

parameter testing without actual implementation that could be costly as well as complex 

to build in the beginning. In this study, we are intended to develop a simulator for 

scheduling Real-Time Systems (RTS) with Reduced Power Consumptions (RPC). That 

is potentially an environment where various algorithms can be tested over different case 

studies to examine their performance pertaining RPC for RTS. 
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1. INTRODUCTION

One of the most important aspects in solving a problem in 

the right way is the algorithm. The algorithm is used in 

everything including our real life to solve different kinds of 

problems we face each day. Also, the algorithms are used in 

computer purposes to organize and execute the tasks in the 

right way to get the optimal performance of the system and to 

prevent the errors to occur while executing the tasks. The 

algorithm is a set of steps to solve the problem in a proper way 

to get the optimal desired solution. 

Real-time systems are defined as those systems in which the 

accuracy of the system depends not only on the logical result 

of the computation but also on the production of results in the 

specified time. Real-time systems are used in a variety of 

applications such as critical safety systems, control units in 

power plants, satellite controllers, command systems, and 

flight control systems. Real-time systems can be categorized 

into hard real-time systems and soft real-time systems. In hard 

real-time systems, the responses must occur within the 

required deadline. Otherwise, missing the deadline may result 

in huge losses and dangerous consequences. For example, 

missile control systems. Soft real-time are those systems 

where deadlines are important but will still function properly 

if deadlines are not met because the task can be rescheduled or 

can be completed after the specified time. For example, 

multimedia and gaming systems [1]. This paper discusses the 

most used algorithms in Real-Time systems, which are Rate 

Monotonic and Earliest Deadline First algorithms as well as 

an explanation of different scheduling algorithms with their 

respective pros and cons and suitability towards the nature of 

real time system like whether it is soft real time, hard real time. 

The goal of this paper is to analyze and investigate different 

RTS algorithms [2] and compare their performance including 

the temperature of the algorithm to find out which one of the 

algorithms generates less heat. This journal will include 12 

RTS algorithms such as Least Slack Time scheduling (LST) 

[3], Longest Job First scheduling (LJF) [4], Shortest 

Remaining Time scheduling (SRT) [5], etc. each algorithm 

focuses on different parameters such as deadline time for least 

Slack Time and some of the algorithms are focusing on same 

parameters as arrival time for Earliest Deadline First 

scheduling (EDF).  

Moreover, the significance and purpose of the present study 

is to determine the right algorithm for real time system which 

requires minimum/reduced power consumption. So far, in the 

literature, no experimental work has been conducted to the 

comprehend the issue at hand. It is mainly because in the real 

time systems, after the time constraint, the power/energy 

constraint is critical. It is always desired to come up with the 

scheduling algorithms/schedulers with minimum power 

consumption. 

The rest of this paper is divided as follows: Section 2 will 

provide the used algorithm in this study. Section 3 will talk 

about the methodology of testing these scheduling algorithms. 

Section 4 will provide the experiment results. Section 5 will 

provide the discussion on the results. Lastly, section 6 provides 

conclusion and future work. 
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2. RELATED WORK 

 

Many research works have been done on scheduling 

algorithms in real-time systems. The researchers aim to find the 

optimal algorithm for such systems. This section represents 

some of these works.  

A study [6] discusses the scheduling algorithm in the real-

time system in terms of the effect of the quality of the real-time 

scheduling algorithm on the real-time system throughput 

capacity, response time, and this paper also discusses the 

features and performance of the real-time system according to 

the system environment, splitting the real-time system into 

single processor scheduling, multiprocessor scheduling, 

distributed scheduling, real-time scheduling algorithms RMS, 

EDF, and LLF in a single processor.  

A study [7] presents a real-time domain summary in 

scheduling and operating systems Where four scheduling 

models are discussed: static scheduling, pre-emptive 

scheduling with fixed priority, dynamic scheduling, and 

dynamic scheduling for best effort. operating systems in real-

time. The authors [8] focus on making some improvements to 

Earliest First Deadline (EDF) Algorithms in order to reduce the 

number of relay tasks in addition to the ability to predict their 

behavior. The earliest first deadline (EFDF) is known. Displays 

algorithms at the very least complexity by Performance 

analysis. Based on the results of the experiment, it was found 

that the earliest deadline first (EFDF) algorithm reduced the 

complexity time in older tasks, deadline first (EDF) scheduling 

algorithm in a real-time system. In a multiprocessor system.  

They concluded [9] that the EDF scheduling algorithm is an 

optimal scheduling algorithm for single processors, but it has 

received little attention from the industry. Fixed Priority, on the 

other hand, is relatively popular with many commercial real-

time operating systems despite offering lower theoretical 

schedulable processor utilization.  

They [10] presented an optimal real-time scheduling 

algorithm for multiprocessors, which is not based on time 

quanta called LLREF designed based on a technique of using 

the T-L plane abstraction for reasoning about multiprocessor 

scheduling. It showed that scheduling for multiprocessors can 

be viewed as repeatedly occurring T-L planes, and correct 

scheduling on a single T-L plane leads to the optimal solution 

for all times.  

Authors [11] talked about that EDF algorithm schedules 

real-time tasks are based on their deadlines plus that EDF is 

widely studied as a dynamic priority-driven scheduling scheme 

because of its optimality for periodic, aperiodic, and sporadic 

preemptive tasks, optimality for sporadic non-preemptive tasks, 

and acceptable performance for periodic and aperiodic non-

preemptive tasks.  

EDF can achieve the highest possible processor utilization 

for preemptive tasks. Although finding an optimal schedule for 

periodic and aperiodic non-preemptive tasks is NP-hard [12, 

13]. Experiments [14] show that EDF can achieve very good 

results even when the system is lightly loaded. When the 

processor is overloaded (i.e., the combined requirements of 

pending tasks exceed the system's capabilities), EDF performs 

poorly. Researchers have proposed several adaptive techniques 

for dealing with heavily loaded situations, but they all require 

the detection of the overload condition [15].  

Some successful and related real time systems algorithms 

are discussed subsequently. In this regard, it is also mentioned 

that how good or bad the algorithms are in terms of power 

consumption. 

2.1 Earliest Deadline First scheduling 

 

Earliest Deadline First (EDF) scheduling focuses on the 

burst time of the task, and it arranges the priority of the tasks 

according to the burst time. The lower burst time of the task it 

will assign a higher priority for it. But there is a drawback of 

this algorithm if the lower priority tasks with a high burst time 

they may take too long time to start executing. This algorithm 

can be preemptive or non-preemptive depends on the nature of 

the system [16].  

 

2.2 First Come First Serve scheduling 
 

First Come First Serve (FCFS) scheduling focuses on the 

arrival time of the task only and it arranges the tasks according 

to the arrival time [17].  

 

2.3 Longest Job First scheduling 

 

Longest Job First (LJF) scheduling focuses on the burst time 

of the task, and it arranges the priority of the tasks according to 

the longest burst time. And this algorithm can be preemptive or 

non-preemptive based on the nature of the system [18]. 

 

2.4 Longest Remaining Time scheduling 

 

Longest Remaining Time (LRT) scheduling focuses on the 

burst time of the task same as LJF, but the work of this 

scheduling is different from LJF. This scheduling arranges the 

tasks based on the remaining time of the burst time and it 

arranges the priority of the tasks according to the longest burst 

time [19]. 

 

2.5 Least Slack Time scheduling 

 

Least Slack Time (LST) scheduling focuses on the slack 

time of the task, and it arranges the priority of the tasks 

according to the least slack time [20]. This scheduling is not 

used often because it behaves like EDF scheduling 

 

2.6 Most Slack Time scheduling 

 

Most Slack Time (MST) scheduling focuses on the slack 

time of the task same as LST scheduling but this scheduling 

arranges the tasks according to the longest slack time [21]. 

 

2.7 Priority Scheduling 

 

Priority scheduling focuses on the priority of the task, and it 

arranges the execution of the tasks according to the highest 

priority first. This algorithm doesn’t consider the arrival time 

and burst time. This algorithm can be used as preemptive or 

non-preemptive [22]. 

 

2.8 Round Robin scheduling  

 

Round Robin (RR) scheduling is a preemptive scheduling, 

and in this scheduling the tasks are assigned to a time called 

quantum time. This type of scheduling keeps the tasks in the 

ready queue to execute them while taking in consideration the 

time slice in the ready queue [23]. In this type of scheduling the 

job queue behaves like a circular queue. It is more appropriate 

for the interactive processing. 
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2.9 Shortest Remaining Time 

 

Shortest Remaining Time (SRT) scheduling focuses on the 

burst time of the task, but it the work of the scheduling is 

different from LRT. This type of scheduling focuses on the 

remaining time of the burst time, and it arranges the priority of 

the tasks according to the least remaining time [24]. So with 

that said, the process with minimum left over time is considered 

as prior than the one with more left over time. 

 

 

3. RTS SCHEDULING ALGORITHMS 

 

3.1 Scheduling algorithms for uniprocessor  
 

Real-time systems that used a single processor have various 

scheduling algorithms. As shown in Figure 1, these algorithms 

can be classified into static and priority-driven algorithms. The 

static category involves many algorithms such as Round Robin 

(RR) in which the processor time is divided equally among the 

tasks. The other category is priority-driven algorithms, and it is 

the focus of this section.  

Static priority is used to determine base time slice of a 

process. Dynamic priority is used to select a process to be 

executed next. Real time priorities are defined only for Real 

time processes and its value can range from 0 to 99. 

 

 

 

Figure 1. Classification of scheduling algorithms for 

uniprocessor [11] 

 

3.1.1 Priority-driven scheduling algorithms 

As represented in Figure 1, the priority-driven scheduling 

algorithms are divided into fixed and dynamic. This 

classification is based on the priority assignment whether the 

priority is static or changed at running time. This section 

represents an overview of the most widely used priority-driven 

algorithms in real-time systems which are EDF and RM. The 

Rate Monotonic Algorithm is another name for the RM 

Scheduling Algorithm. The RM algorithm is a fixed or static 

priority scheduling algorithm. Tasks are preferred by RM based 

on their period. The disadvantage of this algorithm is that it 

does not provide a perfect result in a low-load situation. When 

compared to dynamic scheduling, RM performs better in 

overloaded situations. In the RM algorithm, the shortest period 

gives the most chances to execute [12]. The Eq. (1) used for 

RM is: 

 
𝐶1
𝑇1
+⋯ . . +

𝐶𝑛
𝑇𝑛

≤ 𝑈(𝑛) = 𝑛(2
1
2 − 1) (1) 

 

where, Ci stands for computation time, Ti stands for period time, 

and U(n) stands for CPU utilization [13]. RM can be 

implemented in any operating system which supports static 

priority scheme, like VxWorks, DSP/BIOS. 

The Earliest Deadline First scheduling algorithm is also 

known as the nearest deadline first scheduling algorithm. The 

EDF algorithm is a dynamic scheduling algorithm. The task 

must be completed as soon as possible. The task with the 

earliest deadline has the highest priority. EDF Scheduling 

provides 100 percent task utilization under loaded conditions 

or when the utilization is less than or equal to 1. In contrast, 

when task utilization is more than the cross-load factor or 

slightly overloaded, the utilization of the processor decreases 

exponentially [12]. The equation used for EDF as follows 

T1<T2<…<Tn. T stands for task, which the finish time of the 

current task is less than the next task. EDF is used in real-time 

operating systems to arrange the processes in a priority queue 

according to finish time. Table 1 shows the advantages and 

disadvantages of RM and EDF. Figure 2 represents a case study 

of how RM and EDF behave on the same task set. The goal of 

the used task in this case study is to find out which one of the 

algorithms is faster than the other, and how long the execution 

time of each task. This task set is just a sample to make the 

picture of flow work of RM and EDF, but in real life where the 

RM and EDF used on real-time systems the tasks will become 

more complex. Suppose a task set consists of three tasks where 

each task Ti is represented by its computation time and the 

period, Ci and Pi, respectively. 

 

 

 

Figure 2. (a) RM and (b) EDF scheduling comparison [14] 

 

The tasks are T1 (2,6), T2 (3,8), T3 (2,12). As it is shown in 

Figure 2 (a), the priority in RM is assigned based on the period. 

So, the task with the lowest period has the highest priority. In 

Figure 2 (b), the EDF’s priority is changed based on the task 

deadline. So, the task with the shortest deadline at each time 

interval has the highest priority. Figure 3 represents another 

case study of how RM misbehaves in some conditions. 

Suppose a task set consists of two tasks T1 (2,5), T2 (4,7).  

As it is shown in Figure 3 (a), since T1 has a higher priority 

than T2, T1 will preempt every instance of T2, and sometimes it 

may cause a deadline missing. In contrast, in Figure 3(b), the 

EDF’s can schedule this task set because it doesn’t cause any 

deadline missing. As stated, “For larger task sets, the number 

of preemptions caused by RM increases, thus the overhead due 

to the context switch time is higher under RM than EDF” [13]. 
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Table 1. RM and EDF advantages and disadvantages 
 

Algorithms Advantages Disadvantages 

RM (Rate 

Monotonic) 

 Simple to 

implement. 

 Commonly 

used algorithm. 

 Waste CPU 

utilization 

EDF (Earliest 

Deadline First) 

 Full process 

utilization 

 Difficult 

implantation 

 Misbehave in 

overloaded 

conditions  

 

 

 
Figure 3. (a) RM, (b) EDF scheduling comparison [14] 

 

3.2 Scheduling algorithms for multiprocessor  

 

As time goes, the need for more than one processor is 

increased to perform more complex and heavier computations. 

Multiprocessor systems require a different scheduling scheme 

than uniprocessor. Many research works have been done in 

this field to obtain the best scheduling algorithm. Figure 4 

represents the algorithm's classification of multiprocessor 

systems. They are divided into classic and heuristic and the 

evolutionary algorithms. In the classic category, most 

algorithms are not exclusively created to be used in 

multiprocessor environments, however, they achieve less time 

complexity in multiprocessor systems compared to other 

categories. One drawback of classic algorithms is that they 

don’t guarantee an optimal solution. The other category is 

heuristic & evolutionary algorithms, which achieve a near-

optimal solution but with more running time. 

 

 
 

Figure 4. Scheduling algorithms for multiprocessor systems 

[15] 

 
In Table 2, we present a comparison of some uniprocessor 

and multiprocessor scheduling algorithms and compare them 

from different metrics such as priority, CPU utilization, 

number of contexts switching, optimality, deadline miss 

chances, response time, predictability, effectiveness, 

suitability, and limitations. 

 
Table 2. Comparison between uniprocessor and multiprocessor algorithms [16] 

 
Algorithm 

Uniprocessor Algorithms Multiprocessor Algorithms Performance 

Metric 

Priority EDFD LLFD MUF Hybrid IUFD EDFZLD ILLFD 
MMUF 

Hybrid 

MIUF 

D 

CPU Utilization High High High High High High High High 

No. of context 

switching 
Less High High High Very less Less Less Less 

Optimal Yes Yes For critical tasks Yes No Yes Yes Yes 

Deadline miss 

chances 
Average Average Less Less Less Less Less Very less 

Response time High Average Low High Low High Average Low 

Predictability Not predictable Not predictable 
Predictable under 

transient load 

Dynamic 

predictability 

More 

predictable 

than EDF 

More 

predictable 

Predictable 

under 

transient 

load 

Dynamic 

predictability 

Effectiveness 
Optimal, easy to 

implement 

Takes execution 

time into 

consideration 

Work in transient 

overload 

Maximize 

utilization in 

bound of 

schedule 

Context 

switching 

overhead is 

low 

Less context 

switching 

Optimal for 

non-critical 

tasks 

Improves 

context 

switching, 

response 

time and 

CPU 

utilization 

Limitations 

Not work in 

overload, not 

optimal for 

pro>1 

In laxity time, 

more context 

switches occur. 

Non-critical task 

may miss 

deadline 

Context 

switching is very 

high 

Chances of 

deadline miss 

of the critical 

tasks 

Execution time 

is more. 

Only 

consider 

static 

utilization 

of task set 

 

 

 

 

 

 

 

1228



 

4. METHODOLOGY 

 

In this study we will use different RTS algorithms to 

compare the results. And these RTS algorithms will be used in  

this test to find out which one of these is the best, because each 

algorithm works in different way as mentioned in section 2. 

Some of the algorithms divides into two types of scheduling 

which are preemptive and non-preemptive. We will take in 

consideration if the algorithm has these two types or not in 

testing them. While we are preparing the test of these 

scheduling algorithms, we take in consideration only one 

performance aspect of the algorithm which is the generated 

heat caused by the algorithm or in other words the temperature 

of the CPU. The dataset used  was created by us. And this 

dataset contains 1,000 of the processes with random arrival 

time, burst time, slack time, priority, and fixed quantum time 

which is 8 ns. A standard dataset was used to figure out the test 

and the optimum analysis [25-28]. 

In this test we are going into four stages because we will 

modify the consumed power by the CPU to figure out which 

algorithm is the best in all stages and which stage is the best. 

The best algorithm will be the least temperature of the CPU, 

the average algorithm will be calculated by summation of best 

and worst temperature dividing by 2 and taking the nearest 

temperature of the result, and the worst algorithm will be the 

maximum temperature reached by the CPU. 

The CPU was used in this test is Intel I7-9750H 6-core and 

32 GB of RAM. Also, the chosen level of under-volting was 

the optimum level of the used device, because if we under-

volted the device more than this level we will face issue in in 

stability of the operating system. The experiments were 

conducted at standard room temperature. Furthermore, we will 

describe now the four stages of the test. 

 

 

5. EXPERIMENT RESULTS 

 

5.1 Stage 1 

 

In the first stage we made the test with the default power 

consumption of the CPU which the default watts of the CPU 

are 90 without under-volting it. And in this stage, we found the 

best algorithm was Round Robin because it has the lowest 

CPU temperature which is 46.2℃, the average algorithm was 

Most Slack Time which the temperature of the CPU reached 

48.8℃. Finally, the worst algorithm in this stage was EDF 

Preemptive which the temperature of the CPU reached 51.8℃. 

This is shown in Figure 5. 

 

 
 

 

Figure 5. Stage 1  

5.2 Stage 2 

 

In the second stage we undervolted the CPU to -100 mv with 

default watts and found in this stage the best algorithm is LJF 

non-preemptive which the temperature of the CPU reached 

45.5℃. Secondly, the average algorithm was Priority non-

preemptive which the temperature of the CPU reached 

48.14℃. Finally, the worst algorithm we found was LJF 

preemptive which the temperature of the CPU reached 

50.85℃. This is shown in Figure 6 as the stage two experiment 

outcome.  

 

 
 

Figure 6. Stage 2 

 

5.3 Stage 3 

 

In the third stage we modified the consumed watts by the 

CPU to 45 watts without undervolting it. And we found in this 

stage the best algorithm was Round Robin and LJF non-

preemptive because the temperature of the CPU reached 

46.28℃. Secondly, the average algorithm we found was Most 

Slack Time because the temperature of the CPU reached 

49.42℃. Finally, the worst algorithm we found was Priority 

non-preemptive because the temperature of the CPU reached 

53.28℃. This is depicted in Figure 7 as stage three test. 

 

 
 

Figure 7. Stage 3 

 
5.4 Stage 4 

 
In the fourth stage we modified the consumed watts by the 

CPU to 45 and we undervolted it to -100mv and we found in 

this stage the best algorithm was LJF and EDF both non-

preemptive which the CPU temperature reached 45.71℃. 

Secondly, the average algorithm was EDF pre-emptive which 

the temperature of the CPU reached 49.14℃. Finally, the 
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worst algorithm was Priority pre-emptive which the 

temperature of the CPU reached 53.28℃. This is demonstrated 

in Figure 8 as stage 4 analysis.  

 

 
 

Figure 8. Stage 4 

 

 

6. RESULTS DISCUSSION 

 

When we finished from the experiment, we found different 

scheduling algorithms are best in different stages. We found 

the best algorithm in stage 1 was Round Robin (Figure 1), in 

stage 2 we found the best algorithm was LJF non-preemptive 

(Figure 4), in stage 3 we found the best algorithms are Round 

Robin and LJF non-preemptive (Figure 6.  

Finally, in stage 4 we found that the best algorithms are LJF 

and EDF both non-preemptive (Figure 7). And we can 

conclude from this experiment adjusting the voltage was 

having a big impact on the temperature of the CPU. Also, we 

conclude that the best algorithms are Round Robin and LJF 

because they are the lowest algorithms in heat generation. And 

for the stages we found that the best stage was stage 2 and the 

CPU was under-volted to -100 mv.  

 

 

7. CONCLUSION AND FUTURE WORK 

 

In this research work we investigate the least generation of 

heat in CPU scheduling algorithms in different conditions such 

as minimum average waiting time, improved throughput and 

reduce power consumption etc. Firstly, we examine the best 

algorithm in these conditions by various experiments and the 

results show that the best algorithms were Round Robin and 

Longest Job First scheduling in a non-preemptive scenario. 

That is obviously a typical case of real-time systems.  

Secondly, the other algorithms need to be improved to 

generate less heat, because each one of the algorithms is used 

in different circumstances, and some of the circumstances 

takes too long to finish the executing of the tasks which the 

temperature of the CPU will be raised as long as the execution 

is running, and this will lead to the device failure. In future, 

machine learning based algorithms may also be investigated in 

the real time systems especially where the cloud systems are 

involved, and green technology is evolved to save the power 

consumed and reduce the carbon discharge from the cloud 

centers that are mainly depending on the nature of algorithms 

being used not only the type of high-performance hardware 

[29-60].  
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