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Two significant motivations for continuing development in early process detection 

problems are technological plant safety and dependability. To avoid economic losses in 

oil exploration, faults in Field Digitizing Units (FDUs) instruments must be detected. The 

creation of algorithms that can detect process issues before they reach their threshold is a 

big task, and trend checks associated with a particular measured value are typical. The 

efficiency of the Deep Neural Network (DNN) technique employing Matlab and a low-

computational power device, such as the Raspberry Pi 4, for drift fault detection in FDUs 

is evaluated in this article. The DNN classifier is among the deep learning algorithms being 

studied. The FDUs instruments provided the data for this experiment. In training and 

testing data, the six features (Distortion, Noise, Common-Mode Rejection (CMRR), Gain 

Error, Phase Error, and Crosstalk) were extracted from free fault and faulty FDUs. The 

trained model has been offline tested, with the model being used to detect drift faults using 

FDU performance. Accuracy, specification, precision, recall, and F-measure were used to 

determine the efficiency of the classifier, with 99.7% accuracy in the DNN with Matlab 

and 98% accuracy in the DNN with Python. 
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1. INTRODUCTION

Engineering systems get increasingly advanced as 

technology improves. The more sophisticated a system is, the 

more prone it is to failure and the greater the risk of it 

collapsing. Failures must be identified, isolated, and fixed as 

soon as possible in order to keep the system from becoming 

troublesome, necessitating the employment of proper Fault 

Detection and Isolation (FDI) approaches [1-3]. If an 

instrument malfunctions, immediate measures should be 

taken. Furthermore, as this instrument is used more frequently, 

it could cause various issues, such as instrument accuracy loss, 

bias, drift, and full failure. Therefore, data from instruments 

could not be calculated accurately, and the industrial system 

or equipment would have an optimum deviation that would 

compromise output safety and efficiency [4, 5]. For process 

monitoring, various univariate and multivariate faults have 

been developed in the literature [6]. 

DNNs are a machine learning technique based on the 

Artificial Neural Network concept (ANN). Deep learning 

architectures have benefited game creation, natural language 

processing, and medical image analysis, among other 

disciplines of computer vision, speech recognition, and 

medicine formulation. For example, hyperparameter 

adjustment, for example, was successfully used to improve the 

performance of regular DNN models [7]. These methods have 

much promise in reducing the burden on humans in predicting 

FDUs instrument faults and isolation based on dataset 

analysis. Hence, it becomes essential to detect the fault of the 

FDUs instrument to reduce the progression of the fault on it, 

and the data that will be processed the next time will be 

incorrect, causing the loss of information about the oil reserve. 

The data for this study comes from the FDU instrument. In 

furthermore, the foregoing are the contributions of the paper. 

The implementation takes two forms: A software 

implementation that mimics the data using the Matlab 

software environment version (2020a) and a Raspberry Pi 4 

implementation it's a solitary computer running Linux. 

Artificial Intelligence (AI) applications will be increasingly 

executed on small general-purpose CPUs [8]. These 

inexpensive systems are easy to establish, occupy a small area, 

and have the necessary computational power. The Raspberry 

is programmed with the Python programming language 

(version 3.8). 

During the last two decades, FDI has gotten a lot of press in 

any system. As a result, research on FDI domains has been 

conducted, and some prior studies using Deep Neural 

Networks to perform computer vision and image processing 

classifications have been published in DNN. Gulshan et al. [9] 

proposed an algorithm that automatically detects diabetic 

retinopathy and diabetic macular edema in retinal fundus 

images was developed using deep learning. Using only a 

prospective improvement collection of 128,175 retinal images 

that were evaluated 3 – 7 times for retinopathy, a machine 

learning model was built. The algorithm's sensitivity and 

specificity aided in detecting diabetic retinopathy that may be 

referred to a specialist (RDR). Diabetic patients' retinal fundus 

images were analyzed for detecting referable diabetic 

retinopathy and a DNN algorithm with high sensitivity and 

specificity was used. Li et al. [10] advised that a new form of 

Principal Component Analysis (PCA) be utilized at a nuclear 

power plant (NPP) for sensor fault detection and isolation. To 
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increase model accuracy in operation, data pre-processing and 

false alarm reduction techniques are integrated with a generic 

PCA methodology. In a variety of ways, data pre-processing 

eliminates solitary points and random oscillations from raw 

data. The effectiveness of the recommended data pre-

processing and false alarm reduction strategies is evaluated 

using sensor readings. The suggested PCA model, according 

to simulation results, regardless of whether there are 

significant or minor failures, functions well on the FDI of 

sensors. As a method for demonstrating their ability to detect 

and classify problems, deep neural networks are presented as 

a First, the defect detection and classification tasks are 

envisioned as neural network-based classification problems 

[11]. The impact of two crucial elements, as well as data 

augmentation, on the output of a neural network is next 

investigated: the total number of neurons in the last hidden 

layer and the total number of hidden layers. Neural networks 

and data augmentation are also used to address the problem of 

defect categorization. The researchers concluded that 

increasing the size of the network would not improve the 

accuracy of defect identification. A.K. The usage of ANN for 

fault identification and diagnosis on a 3 - phase distribution 

line system was examined using 3 - phase currents and 

voltages as inputs to the NN and post-fault values normalized 

to pre-fault values [12]. The proposed NNs have attained 

suitable performance based on their simulation results. They 

also stressed the need to select the optimum ANN interface to 

receive the network's most significant outcomes. The 

simulation results suggest that ANNs, particularly Back 

Propagation Neural Networks (BPNNs), are dependable and 

effective for detecting and diagnosing electrical power 

distribution system faults. BPNNs perform effectively and 

have a high accuracy of around 100 percent. Many approaches 

for detecting, separating, and reconstructing sensor signals 

have been proposed [13]. When the existing criteria are met, 

the following differences in the records from sensors of the 

same type can reveal an exception. By contrasting sensor 

reading variations induced by an Initiating Event (IE) with 

those caused by sensor faults, an interquartile range-based 

approach is utilized to prevent inappropriate recovery 

behaviours. In addition, if sensor failures are discovered to be 

the source of the discrepancies. In that case, the problematic 

sensors can be separated without having to analyse all of the 

mounted ones by utilizing a sequential backward selection-

based strategy. Finally, methods based on multivariate 

autoregressive models for reconstructing values from 

damaged sensors during normal NPP activity or during an IE 

are discussed. 

This study will use DNN approach to establish FDU 

instrument fault detection and isolation categorization 

procedure. The gathering of FDU data in the form of a Real 

number is followed by feature extraction and classification 

using free-fault and fault features. 

The following is how the paper is structured: In Section 2, 

there is a list of related works. Section 3 provides an overview 

of FDI. Section 4 explains the DNN in simple terms. The 

Performance Evaluation Metrics for Classifiers are shown in 

Section 5. The simulation results model is shown in Section 6 

using Matlab and Python. Section 7 demonstrates the 

conclusion. 

2. FAULT DETECTION AND ISOLATION (FDI)

Exploration of the world's most valuable economic resource 

is the first step in learning more about it. Reading and filtering 

data that will be utilized to build an oil story using FDU 

technology is one of the initial steps in the oil prospecting 

process. This important revenue stream needs a greater 

emphasis on consistency and dependability. As a result, try to 

keep the FDU instrument away from the fault that might 

otherwise cause it to fail or cease; this can be accomplished by 

constant surveillance, aided by improved fault detection and 

classification capabilities. The fault detection and insulation 

capabilities of the FDU instrument would be efficient and 

reliable. The purpose of fault detection and isolation is to make 

certain flaws less severe. Figure 1 depicts the construction of 

the FDU instrument detection and isolation method based on 

the Deep Neural Network (DNN). Structure of DNN Deep 

Neural Networks has an input layer, an output layer and few 

hidden layers between them. There are two stages to the 

procedure: Model training offline and training online FDI [14]. 

Figure 1. Structure of fault detection and isolation approach 

based on deep neural networks 

A DNN one-class description model was built during the 

offline model training method. 

Firstly, in order to execute the best model training, the 

acquired data from a reading oil exploration from the FDUs 

instruments must be included. All faulted and fault-free FDUs 

must be included. Second, the evidence for defect and normal 

retraining is processed and randomly distributed throughout 

the dataset. The methods of data preprocessing in this article 

by filtering the data, choose the effect features and do scaling 

for reading. Finally, the variables are selected to accurately 

658



portray the fault and normal situations of the FDUs. The 

variables need to be picked with care. After that, the training 

data is standardized. Fourth, the DNN model is trained using 

preprocessed data from phase three. It uses a hypersphere in a 

high-dimensional environment with a tight border to simulate 

the fault and normal data distribution. The DNN model's FDI 

performance is then evaluated using data for both training and 

testing. If the accuracy is unsatisfactory, the process will be 

repeated until the DNN model is successful. It is a good idea 

to experiment with several combinations of factors and then 

pick the one that produces the greatest results. In the online 

FDI procedure, a trained DNN model will be deployed [14, 

15]. 

The process variables of the FDUs instruments are 

monitored for online FDI. The data from the monitoring 

system is similar to the offline model training technique; the 

data has been preprocessed, the variables are picked, and the 

normalization process is carried out. The trained DNN model 

is then utilized to look for outliers in the monitoring data. 

Depending on the FDU instrument's upper limit, a defect is 

recognized and alerted to the management when one or more 

of these features exceed the specified limit. The FDU 

instrument would be normal if it were not for this. The FDU 

instruments are identify defects based on the role of DNN that 

used by DNN model. 

As a result, one of the most significant topics in 

instrumentation has been fault detection and isolation, which 

will be explored in this paper. The six types of FDU instrument 

faults (Distortion, Noise, CMRR, Gain Error, Phase Error, and 

Crosstalk) are used to detect and isolate various faults in this 

study. 

3. DEEP NEURAL NETWORK (DNN)

Between the entrance and output layers, the DNN has 

numerous layers [16]. Although neural networks come in a 

variety of forms and sizes, they all have the same basic 

components: connections, neurons, biases, weights, and 

functions [17]. These components work similarly to people 

and may be trained in the same way as every other machine 

learning approach. 

A DNN with a background in dog breeds, For example, the 

image is evaluated to assess the likelihood that the dog in the 

image is of a particular race. Before providing the 

recommended label, the user can analyse the findings and 

select which probabilities the network should reveal (those 

larger than a certain threshold, for example). A layer is a 

mathematical procedure, and DNNs with various layers are 

known to as "deep" networks. 

DNNs are capable of complex non-linear modelling 

relationships. DNN architectures produce composition models 

that show the item as a layered primitive composition. The 

extra layers allow for the collecting of information from lower 

layers, potentially allowing for the modeling of complicated 

data with fewer units than a deep network with equivalent 

performance. When dealing with sparse multivariate 

polynomials, DNNs, for instance, have been shown to be 

immensely better at approximation than external networks 

[18]. 

As demonstrated in Figure 2, deep architectures are made 

up of various variations of a few basic principles. In various 

domains, each design has proven to be successful. Comparing 

the performance of multiple architectures is generally 

impossible unless they have been tested on the same datasets. 

Figure 2. Deep neural network architecture and process [19] 

Without looping, data from the input to the output layer is 

sent back into the DNNs. The DNN will start by creating a 

map of virtual neurons and assigning the connections between 

them random integer values and "weights." To get a result 

between 0 and 1, multiply the inputs and weights. An 

algorithm will change the weights if the network fails to 

recognize a pattern correctly [20]. As a result, the algorithm 

may increase the weight of specific criteria until it discovers 

the best mathematical manipulation for thoroughly processing 

the data. 

4. PERFORMANCE EVALUATION METRICS

The metrics given below are used to assess the model that 

has been proposed. The term "accuracy" is one of the most 

commonly used and, in some situations, the sole option for 

assessing an algorithm's output in classification problems. As 

Eq. (1) shows, it is the fraction of correctly classified data 

items to the total number of observations [21]. 

Accuracy =
TP + TN

TP + TN + FP + FN
100% (1) 

where, TN = True Negatives, TP = True Positives, FP = False 

Positives and FN = False Negatives. 

Specificity: Measures the ability of a test to be harmful 

when the condition is not present, as shown in Eq. (2) [5]. 

Specificity =  
TN

TN + FP
100% (2) 

Precision: It simply displays how many positive 

observations predicted by an algorithm are positive. 

According to Eq. (3), the precision is determined by dividing 

the total number of true positives by the total number of true 

positives and false positives [22, 23]: 

Precision =  
TP

TP + FP
100% (3) 

Recall: It specifies the number of related data items that 

have been selected. In reality, how many truly favourable 

observations could the algorithm has predicted. According to 

Eq. (4), the number of true positives divided by the sum of true 

positives and false negatives equals the recall [8]. 

Recall =  
TP

TP + FN
100% (4) 

F-Measure: This statistic considers precision and recalls

when determining an algorithm's efficiency. It is the harmonic 

mean of precision and recall, which can be written out as Eq. 

(5) [24, 25].
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F − measure = 2 ∗
precision ∗ recall

precision + recall
100% (5) 

5. SIMULATION RESULTS

5.1 Experimental dataset and feature extraction 

The data sample utilized in the experiment was obtained via 

FDUs from the Oil Exploration Company, as shown in Table 

1. Table 1 in this paper are included the oil exploration data

read by the FDUs instrument. Six fault detection and isolation

features for fault and normal FDUs were sequenced at random

in these data; there were 1000 samples altogether, including

404 faulty samples and 596 normal ones. These variables are

selected for their importance in determining the fault for

FDUs, where in normal work any FDU unit that contains fault

numbers for these variables are not valid for work. The 15

samples from this dataset, together with their metadata, are

included in the table below.

Table 1. Samples of data from the FDUs' instruments 

Serial No. 
Line 

Name 

Point 

No. 
Class* 

Distortion 

(dB) 

Noise 

(µV) 

CMRR 

(dB) 

Gain 

Error 

(%) 

Phase 

Error 

(us) 

Crosstal

k (dB) 

12309011 18 1994 2 -112.35 0.35 93.00 0 1.73 100 

6169107 19 1996 1 -118.61 0.36 127.71 0.04 -1.8 130 

12291857 18 1996 2 -101.00 2.37 136.39 0 -0.49 140 

6169425 19 1997 2 -116.39 1.45 90.00 1.5 21 135 

12291037 18 1997 1 -113.04 0.35 138.14 0 -0.53 140 

6169006 19 1998 1 -105.20 0.36 138.47 0.02 -1.86 140 

12290070 18 1998 2 -113.67 0.35 135.21 2 0.7 140 

6025638 18 1999 2 -118.88 1.33 99.00 0.01 -0.09 101 

12267875 19 2000 1 -114.45 0.35 120.00 0.01 20 133 

12349085 18 2000 2 -113.64 0.37 132.54 1.60 -1.03 130 

6046958 18 2001 1 -103.03 0.34 138.07 -0.01 -8 132 

12266623 19 2001 2 -103.05 1.55 131.97 0.01 -1.42 140 

6288095 18 2002 2 -103.99 0.35 131.70 1.70 23 140 

10892987 19 2002 1 -114.62 1.00 110.00 0.04 -10 140 

10892985 19 2003 2 -112.73 1.80 148.32 0.04 -2.28 105 

*where, Class 1 is representing free fault FDUs and class 2 is representing fault FDUs.

The FDU fault detection and isolation model was created 

using the Deep Neural Network (DNN) classification method. 

There were two sections to the dataset: Training data and test 

data. The accuracy, specification, Precision, Recall, and F-

Measure for each classification method were used to assess the 

FDUs output. Each of the six characteristics (Distortion, Noise, 

CMRR, Gain Error, Phase Error, and Crosstalk) was measured 

for accuracy, specification, Precision, Recall, and F-Measure 

to identify the FDUs as fault-free or fault-free. Each 

classification technique was utilized, and the accuracy was 

measured, specification, Precision, Recall, and F-Measure to 

classify the FDUs as fault-free or fault; each classification 

method was employed. When there is fault in the features of a 

used FDU, the trainee model will show the details of this FDU, 

which will have isolated by line number and point number for 

this FDU. 

Figure 3. Model steps in Matlab Figure 4. Confusion matrix for DNN classifier in Matlab 
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Figure 5. Evaluation metrics for DNN classifier in Matlab 

Figure 6. ROC curve for DNN classifier in Matlab 

5.2 Deep neural network Matlab results 

This section will explain the findings of DNN techniques 

for identifying and classifying errors, and Figure 3 illustrates 

the model processes. This part was built with the Matlab 

Programming Language with three hidden layers, each with 

nine neurons. The Confusion Matrix, as shown in Figure 4, 

will calculate the Performance Evaluation Metrics (accuracy, 

specification, Precision, Recall, and F-Measure) for this 

classifier and the Region of Convergence Curve (ROC Curve) 

for this classifier, as shown in Figures 5 and 6 respectively. 

5.3 Deep neural network python results 

The scikit-learn machine learning library from the Python 

programming language was used to train classifiers on the 

Raspberry Pi 4 [26]. The MLP Classifier function was used to 

train the DNN and also with 3 hidden layers, and each layer 

has 9 neurons. The python procedures employed in this study 

are represented in Figure 7. From the confusion matrix as 

shown in Figure 8, we will calculate the performance 

evaluation metrics (accuracy, specification, Precision, Recall, 

and F-Measure) for this classifier as shown in Figure 9 shows 

the ROC curve for this classifier, and Figure 10 shows the 

ROC curve for this classifier. If the accuracy is unsatisfactory, 

the process will be repeated until the DNN model is successful. 

The methods that have been taken to improve the accuracy in 

the iterative process are, firstly, we change the biases, weights, 

and functions in the network, and also we change the number 

of hidden layers and cell neurons. Finally, increase and 

reorganize the data used in training the model. Based on the 

obtained results, it turns out that the proposed DNN model has 

good advantages: 

1- Methods based on DNN are flexible to use which could

significantly save time and effort. 

2- The DNN is very efficient in fault detection and isolation,

since it has high accuracy, high predicted speed and lowest 

training time. 

3- The ability to handle a large number of data.

Figure 7. Model steps in Python 

Figure 8. Confusion matrix for DNN classifier in Python 
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Figure 9. Evaluation metrics for DNN classifier in Python 

Figure 10. ROC curve for DNN classifier in Python 

6. CONCLUSION

The drift faults in the FDU instrument fault detection 

problem are explained in this paper. Using a DNN classifier, 

to determine if fault or free fault FDUs are present, the 

technique uses six attributes as a parameter. The performance 

of classifiers has been measured by the following: Accuracy, 

Specification, Precision, Recall, and F-Measure. Experiment 

results show that DNN is a successful classifier based on the 

outcomes, and that Matlab and Python are very similar, as 

shown in the section of results. Eventually, a single-board 

gadget that is more powerful could be utilized to do a difficult 

task instead of a Raspberry Pi 4, and new instruments could be 

utilized for many additional instrument faults kinds instead of 

FDUs. Diagnose and prediction of faults can also be done 

using a data-driven approach. 
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NOMENCLATURE 

ANN Artificial Neural Network 

AI Artificial Intelligence 

BPNN Back Propagation Neural Network 

CMRR Common-Mode Rejection  

DNN Deep Neural Network  

FDI Fault Detection and Isolation 

FDUs Field Digitizing Units  

FN False Negatives 

FP False Positives 

IE Initiating Event 

NPP Nuclear Power Plant 

PCA Principal Component Analysis 

ROC Region of Convergence 

TN True Negatives 

TP True Positives 
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