
Pedestrian Identification Method Based on Multi-Scale Feature Learning in Surveillance 

Video Images 

Aihua Li1, Ling Pang2*, Lei An3, Zihui Che1 

1 College of Data Science and Software Engineering, Baoding University, Baoding 071000, China 
2 School of Computer and Information Engineering, Hebei Finance University, Baoding 071051, China 
3 College of Artificial Intelligence, Baoding University, Baoding 071000, China 

Corresponding Author Email: pangling@hbfu.edu.cn

https://doi.org/10.18280/ts.390541 ABSTRACT 

Received: 3 June 2022 

Accepted: 29 August 2022 

With the development of deep learning technology and people’s demand for intelligent 

security, human-computer interaction, shopping guide and other technologies, computer 

vision technology for pedestrian identification shows great application value. In this paper, 

pedestrian identification method based on multi-scale feature learning in surveillance video 

images is studied. Firstly, the deep residual network ResNet and densely connected 

convolutional network DenseNet are introduced as baseline networks. A model is 

constructed based on hybrid hourglass network module, enhanced weighted feature pyramid 

fusion network module and post-processing module. The loss function is designed, which is 

unified with other traditional models, and the optimization objective of the loss function is 

respectively corresponding to three parts, namely, the prediction error of corresponding 

center point, the prediction error of offset and the prediction error of bounding box size. The 

experimental results verify the effectiveness of the proposed model. 
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1. INTRODUCTION

Better use of increasing audio, text, video and other 

information to assist human production and life has been a 

concern of scholars at home and abroad [1-7]. With the 

development of in-depth learning technology and people’s 

demand for intelligent security, human-computer interaction, 

shopping mall guidance and other technologies, computer 

vision technology for pedestrian identity recognition shows 

great application value [8-13]. Influenced by various problems 

in the actual surveillance shooting scene, the appearance 

difference, obscured field of view, poor lighting conditions, 

unclear images or incomplete shooting and other problems 

limit the rapid application of pedestrian identification 

technology, which still requires in-depth research [14-21]. 

Innovating the traditional deep learning model, obtaining 

higher generalization ability and robustness, and achieving 

accurate extraction of pedestrian feature representation with 

high discrimination are the efforts of scholars to carry out 

relevant research. 

Liu et al. [22] converted the cross-model human recognition 

task from visible infrared image to gray-scale infrared image, 

which is called minimum modal difference. A pyramid feature 

integration network (PFINet) is proposed. The network mines 

the distinctive detailed features of pedestrian images and 

combines high-level and semantic features to build a robust 

pedestrian representation. It is a challenging process to 

recognize others in multispectral images without spatial 

alignment. The main contribution of Brehar et al. [23] is the 

matcher based on key points, which uses a solution based on 

depth learning to find relevant key points of human posture, 

and uses local neighbor search to extract the best candidate 

object for identity recognition. Zhang et al. [24] studied a 

video-based re-ID model with non-local attention modules. 

Based on the residual module embedded in the three-

dimensional convolutional neural network, a non-local 

attention module is added to enrich the pedestrian feature 

representation from both local and global aspects. Due to the 

differences in camera pixels, posture, lighting, occlusion and 

intra class changes between different cameras, the task of 

pedestrian identification is still challenging for computer 

vision scientists. Cao et al. [25] proposed a multi-task network 

based on even partition of network, which can simultaneously 

calculate the recognition loss and verification loss of two input 

images. A pair of images is given as input. The system predicts 

the identities of the two input images, and simultaneously 

outputs similarity scores to indicate whether they belong to the 

same identity. Li et al. [26] proposed a multi-path self-adaptive 

pedestrian alignment network (MAPAN) to learn 

distinguishing feature representation. The multi-path network 

directly learns features from data in an end-to-end manner, and 

self-adaptively aligns pedestrians without any additional 

manual annotation. In order to alleviate the cross modal 

difference between the visible domain and the infrared domain, 

the distinguishing features of the two modes are mapped to the 

same feature embedded space, and the identity loss and triplet 

state loss are combined into the total loss. A large number of 

experiments show that this method has superior performance 

compared with the existing technology. 

From the perspective of research status, the current 

pedestrian identification methods in surveillance video are 

difficult to solve such problems as scale imbalance and 

imbalance of positive and negative samples. Therefore, this 

paper conducts research on pedestrian identification methods 

in surveillance video images based on multi-scale feature 

learning. In the second chapter, the paper first introduces the 
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deep residual network ResNet and the densely connected 

convolutional network DenseNet as the baseline network. 

Then in the third chapter, the model is built based on the hybrid 

hourglass network module, the pyramid fusion network 

module with enhanced weighted features and the post-

processing module. The fourth chapter designs a loss function 

that is unified with other traditional models. The set 

optimization objective of the loss function is respectively 

corresponding to three parts: the prediction error of the center 

point, the prediction error of the offset and the prediction error 

of the boundary box size. The experimental results verify the 

effectiveness of the model built by our institute. 

 

 

2. INTRODUCTION TO THE BASELINE NETWORK 

MODEL 

 

The traditional method of pedestrian identification in 

surveillance video images uses ResNet, a deep residual 

network with shortcut connection, as the baseline network, to 

extract high-level features of surveillance video images while 

retaining some valuable low-level information. In order to 

obtain ideal experimental results, shortcut connections in 

residual blocks usually span two or more layers. Assuming 

that the calculation result of removing the shortcut connection 

from the residual module is represented by F (a), the 

calculation result after introducing the shortcut connection can 

be obtained by the following formula: 

 

( ) ( ):G a F a a= −  (1) 

 

Assuming that the ownership value of the residual module 

is expressed by {qi}, the following formula gives the 

expression of the calculation result of the residual module: 

 

 ( ), ib G a q a= +  (2) 

 

Assuming that the residual mapping function is represented 

by G(a,{qi}), if only two weight layers are considered, then: 

 

 ( ) ( ) ( )2 1 2 1, ReiG a q q q a q LU q a= =  (3) 

 

The calculation of the residual module requires that the 

dimensions of G(a,{qi}) and a be consistent. If they cannot be 

consistent, then a linear transformation of xa is required. 

Generally, it is realized by introducing the weight matrix qr, 

then: 

 

 ( ), i rb G a q q a= +  (4) 

 

In other studies, DenseNet, a densely connected 

convolutional network, is used as the baseline network for 

pedestrian identification of surveillance video images. The 

connection between any layers in DenseNet densely connected 

blocks can be a spanning way. Figure 1 shows the structure of 

the close connection module. Assuming that the monitoring 

video image feature map of the front k-1 layer is represented 

by a0,a1, ..., ak-1, then the feature map of the kth layer of the 

closely connected blocks can be spliced based on a0,a1, ..., ak-

1. Assuming that the feature connection corresponding to the 

feature map generated from layer 0 to layer k-1 is represented 

by [a0, a1, ..., ak-1], the block normalization module, modified 

linear module and 3×3 convolution module are processed 

equivalently to a composite function Fk(.), then the relevant 

formula is: 

 

 ( )0 1 1, ,...,k k ka F a a a −=  (5) 

 

 
 

Figure 1. Structure of closely connected module 

 

 

3. CONSTRUCTION OF PEDESTRIAN 

IDENTIFICATION MODEL BASED ON MULTI-

SCALE FEATURE LEARNING 

 

The breakthrough of deep learning has brought many 

advanced methods for the realization of pedestrian 

identification in surveillance video images. In order to 

maintain the recognition accuracy and solve the problems of 

unbalanced positive and negative samples and excessive super 

parameters, this paper constructs a pedestrian area detection 

framework for surveillance video images based on the idea of 

arx hor-free algorithm. Due to the imbalance of scales and the 

complexity of feature fusion module, the pedestrian 

identification effect directly using this algorithm will not be 

particularly ideal. Therefore, this paper is committed to 

building a lightweight feature extraction and fusion network 

model that can adapt to pedestrian areas in surveillance video 

images of different sizes and shapes, so as to effectively use 

multi-scale information. 

Referring to the mainstream structure of the existing 

identity recognition framework, the model is built based on the 

hybrid hourglass network module, the pyramid fusion network 

module with enhanced weighted features and the post-

processing module. Figure 2 shows the overall architecture of 

the model. 

The hybrid hourglass network module is based on each of 

the internal hourglass modules to extract the whole body 

features of pedestrians in different scale surveillance video 

images, breaking through the limitation of single scale feature 

extraction in traditional models. Following the principle of 

feature extraction from coarse to fine, the order of each 

hourglass module of the hybrid hourglass network module is 

different, so the feature map information output by this module 

is also different. Such hierarchical design also realizes the full 
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use of top and bottom features from top to bottom with the help 

of the pyramid fusion network module with enhanced 

weighted features, which makes the semantic information and 

spatial information of the pedestrian area in the monitored 

video image more fully integrated, and the information 

contained in the output results more valuable. The output of 

the post-processing module contains the horizontal and 

vertical offsets corresponding to the center point position of 

the pedestrian area in the monitored video image. Here, it is 

necessary to reasonably set the size of the bounding box to 

obtain a more stable prediction of the size of the bounding box. 

The key problems of pedestrian identification in 

surveillance video images based on depth learning are the 

imbalance of positive and negative samples and the imbalance 

of scales. Due to the difference in the size and shape of 

pedestrian areas in different surveillance video images, it is 

difficult to achieve ideal feature extraction results using only 

a single scale model. In order to make the model more robust 

for pedestrians with different body shape, action and attitude 

characteristics, it is necessary to adapt multi-scale detection 

and then summarize the recognition results of pedestrian areas 

in surveillance video images of different sizes. 

In order to extract effective multi-scale features of 

pedestrian’s shape, action and posture and to be compatible 

with multi-scale feature fusion modules, it is necessary to set 

different sizes for each hourglass block of the hybrid hourglass 

network module. Figure 3 shows the basic structure of the 

hourglass network. The input size of hourglass block decreases 

with the increase of network level. To simplify the calculation 

process of the model, only one residual module is set for each 

hop connection. 

Before entering the hybrid hourglass network module, the 

original surveillance video image will be preprocessed with a 

convolution layer and a residual block. The volume layer size 

is 7×7, the step size is 2, and the number of channels is 128. 

The residual block down sampling multiple is 2, and the 

number of output channels is 256. 

Then the preprocessed feature map is copied and the feature 

fusion module and the hybrid hourglass network module are 

input respectively. In order to retain the spatial information of 

pedestrian area in the surveillance video image, the first 

hourglass block will obtain the feature map with the most 

complete spatial information. If the most complete feature map 

of spatial information is input to the hourglass block with 

larger order, the probability of losing the pedestrian area 

spatial information in the surveillance video image will 

increase, especially the pedestrian area with smaller size in the 

surveillance video image. 

After the feature extraction of the first hourglass block is 

completed, its output feature map will be further down 

sampled based on the maximum pooling operation. Then the 

feature map is copied and the feature fusion module and the 

next hourglass block are input respectively. Similarly, the 

previous operation is repeated for the second hourglass block. 

And so on, until all the output feature maps are obtained and 

the feature fusion module is input.  

Although the features extracted by the hybrid hourglass 

network come from different layers, they are relatively 

independent and cannot share semantic and spatial information. 

In order to ensure the fusion effect of different scale 

surveillance video feature maps, this paper constructs an 

enhanced weighted pyramid fusion network module to fuse the 

features of all feature maps output by the mixed hourglass 

network. 

 
 

Figure 2. Overall architecture of the model 

 

 
 

Figure 3. Basic structure of hourglass network 

 

 
 

Figure 4. Enhanced weighted pyramid fusion network 

structure 
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The pyramid fusion network module with enhanced 

weighted features adopts the bottom-up feature fusion mode. 

Figure 4 shows the pyramid fusion network structure with 

enhanced weighted features. Specifically, the final output 

result corresponding to the layer 1 features output by the 

hybrid hourglass network consists of the output features of the 

input layer and the output features of the middle layer. The 

output features of the input layer need to be weighted to some 

extent. Assuming that the input characteristics of Layer i are 

represented by SDi, the characteristics of Layer I of the middle 

top-down path are represented by Ni, and the weight 

coefficient of SDi is represented by qi, meeting the requirement 

of qi ≥0. qi is set based on the contribution of each layer to SDi, 

and the parameters to ensure network stability are represented 

by λ. The traditional convolution operation is represented by 

UJ, the depth separable convolution operation is represented 

by FLCO, and the down sampling operation is represented by 

DS, then 

 

( )

( )

1 1 1 1
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, 1
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i

i i i i

i

q SD N UJ N
FLCO i

q
G

q SD N DS G
FLCO i

q





−

  + + 
=  
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  + 

 
(6) 

 

Boundary box regression is another important task of 

pedestrian identification in surveillance video images, that is, 

pedestrian area size prediction in surveillance video images. In 

this paper, the prediction boundary box size is obtained based 

on the center point direct prediction method. In order to make 

the prediction results more accurate and stable, and adapt to 

different pedestrian targets, this paper introduces the linear 

transformation from center point to corner point as shown in 

the following formula. It is supposed that the coordinates of 

the predicted center point are represented by (a,b), any corner 

point of the truth value box is represented by (a1,b1), the 

number of layers of the feature pyramid is represented by k, 

and the normalization factor is represented by c, then there are: 

 

( ) ( )1 12 0.5 2 0.5
,

k l

q f

a a b b
e log e log

c c

+ − + −
= =  (7) 

 

To control the size of pedestrian target, the loss function 

shown in Equation 8 is set in the model built in this paper. If 

the area of the truth value box is represented by Rl and the area 

of the predicted boundary box is represented by Rl
*, then there 

are: 

 

1

1 M

SI l l

l

FE R R
M



=

= −  (8) 

 

The post-processing module mainly processes the output 

characteristics of the hybrid hourglass network module. 3 

different 1×1 convolution kernels are adopted to perform 

convolution operation on the output characteristics of each 

hourglass block, obtaining 1 thermodynamic diagram, M 

length-width vectors and M offsets, with the size of D×Q×W, 

2D and 2D respectively. The number of pedestrian areas 

detected in the surveillance video image is represented by M, 

and D is the number of pedestrian area classification categories 

in the surveillance video image, which is set as 1. 

The thermal map is mainly used to predict the category and 

coordinates of the center point in the pedestrian area in the 

monitoring video image. In order to filter the repeated center 

point, this paper first maximizes the pool operation of the 

thermodynamic diagram. Because the receptive field of each 

pixel in the feature map in the surveillance video is 4×4, the 

convolution kernel size is set as 3×3, which means that the 

center point in each 12×12 block will not be repeated in the 

input surveillance video image. Through the above operations, 

higher model execution efficiency can be obtained. The main 

reason is that the non-maximum suppression operation in 

traditional methods is abandoned. 

The score of each pixel of the thermal map after the 

maximum pooling operation is compared with the neighboring 

8 pixels. If it has the highest score, it is determined that it is 

the alternative center point. The top 100 centers with the 

highest score are obtained through this step. 

The process of feature extraction for surveillance video 

images involves more down sampling and up sampling 

operations, which will make the center point position of 

pedestrian area in surveillance video images shift. This paper 

predicts the center point offset based on 100 center points 

obtained. The original feature map in the monitoring video 

goes through 1×1 convolution, and converts to the prediction 

diagram with a size of 2×Q×W. It is a 2-channel prediction 

diagram, and the two channels respectively correspond to the 

offset of the x-axis and y-axis corresponding to the center 

point. Finally, in order to obtain a more stable and accurate 

prediction boundary box, the C2C transformation operation is 

performed on the prediction size. 

 

 

4. OPTIMIZATION OF LOSS FUNCTION FOR THE 

FACE RECOGNITION MODEL 

 

The model constructed in this paper belongs to the 

pedestrian identification model based on key points. In order 

to compare the recognition performance with that of other 

existing models based on key points, this paper designs a loss 

function that is unified with other traditional models. The set 

optimization objective of loss function is divided into three 

parts: prediction error of corresponding center point, 

prediction error of offset and prediction error of boundary box 

size. Among them, the most critical part is the center point 

prediction error which determines whether the pedestrian area 

of the monitored video image can locate accurately. The pixel 

level logic regression loss function used is shown below. 

Assuming that the number of pedestrian areas in the original 

monitoring image is represented by Mpe, and the coordinates 

of the center point predicted in the thermal diagram are 

represented by (a, b). The super parameters used to control the 

weight of indistinguishable samples are represented by β and 

γ. The penalty around the truth value point is reduced by (1-

Bab)γ and the Gaussian kernel is represented by Bab, then there 

are: 

 

( ) ( )

( ) ( ) ( )1 1

ˆ ˆ1 log , 11

ˆ ˆ1 1 ,

Q F ab ab ab

d

a bpe
ab ab ab

B B B
DP

M
B B log B Otherwise




= =

 − =


= − 
 − −



 

(9) 

 

Bab is dispersed on the thermal diagram with the true value 

point as the center. Assuming that the standard deviation 

adapting to the pedestrian target area size is represented by φo, 

the formula of Bab distribution is provided in the following: 

 

( ) ( )
2 2

22

a b

ab

o

a o b o
B exp



 − + −
 = −
 
 

% %  
(10) 
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The offset prediction error adopts L1 loss function, which is 

as follows: 

 

1

1 ˆˆ
M

l l l l

OF l l

l

a a b b
DP a b

M S S S S=

      
= − − + − −      

      
  (11) 

 

It is assumed that S is related to the order of each hourglass 

block, that is, the number of down sampling operations in the 

process of feature extraction. Equation 9, Equation 10 and 

Equation 11 are put together, assuming that the weight 

coefficients are represented by μ1 and μ2 respectively, and the 

overall loss expression of the model is given by Equation 12: 

 

1 2c OF SIFH DP DP DP = + +  (12) 

 

 

5. EXPERIMENTAL RESULTS AND ANALYSIS 

 

In order to verify that the constructed model achieves an 

ideal effect in multi-scale feature fusion of pedestrian shape, 

action and attitude and identity recognition, and improve the 

robustness of the model on different pedestrian identity 

recognition, this paper designs a relevant comparative 

experiment to analyze the performance of the constructed 

model on different surveillance video image data sets. In order 

to verify that the constructed model can solve the problem of 

imbalance between positive and negative samples, ResNet and 

DenseNet are selected as the baseline networks for some 

reference models. The identification performance evaluation 

indexes of the model include the average accuracy when IoU 

threshold is 0.6 and 0.8, the recognition recall rate, the 

recognition speed, and the sensitivity under different false 

positive numbers. 

The comparison of test results on the surveillance video 

image data set is given in Table 1. It can be seen from the table 

that the identification performance of the model built in this 

paper exceeds that of other reference models. The main reason 

is that the model built in this paper is different from the 

traditional multi-scale feature fusion algorithm. It does not just 

predict a series of key points of pedestrian targets, but uses a 

network structure to extract multi-scale information to achieve 

the full use of multi-scale information of surveillance video 

images. 

The comparison of test results on the surveillance video 

image data set is given in Table 1. It can be seen from the table 

that the identification performance of the model built in this 

paper exceeds that of other reference models. The main reason 

is that the model built in this paper is different from the 

traditional model which adopts multi-scale feature fusion 

algorithm. It does not just predict a series of key points of 

pedestrian targets, but uses a network structure to extract 

multi-scale information to achieve the full use of multi-scale 

information of surveillance video images. 

This paper also compares different pedestrian area detection 

sensitivity of different sample images, and the comparison 

results are given in Table 2. It can be seen from the table that 

the identification sensitivity of almost all detectors on sample 

3, sample 4, sample 6 and sample 9 is higher than that on the 

other four samples, and it is possibly because the difference 

between the monitoring background of these samples and the 

texture features of the pedestrian area is more prominent. In 

addition, compared with other reference models, the 

constructed model achieves the highest pedestrian 

identification sensitivity in almost all samples. This paper 

selects three most representative monitoring places, 

corresponding to the monitoring set at the entrance 1, 2 and 3 

of a mall respectively, and the identification results of 

pedestrians passing by these places are analyzed in detail. 

Through the analysis of pedestrian identification results in 

the above three most representative monitoring areas, it is 

found that the constructed model can effectively reduce the 

false positive generation and obtain accurate prediction of 

pedestrian target areas, which further verifies that the model 

constructed in this paper has certain performance advantages 

in the robustness of different pedestrian identification. In 

addition, four reference models and the proficiency rate-recall 

curve (P-R curve) of the model in this paper are drawn, as 

shown in Figure 5. It can be seen from the figure that the 

recognition effect of this model is much better than that of 

other models. When the recall rate is less than 0.5, the 

recognition accuracy of the model for pedestrian identity is 

more than 90%. However, the accuracy rate will slowly 

decline with the increase of recall rate, indicating that there are 

a few false positive identification results in the constructed 

model. 

 

 
 

Figure 5. P-R curves for different models 

 

 
 

Figure 6. Training loss curves of different models 
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Table1. Comparison of test results of different models 

 
Model Reference model 1 Reference model 2 Reference model 3 Reference model 4 Model in this paper 

Feature extraction  

network 
ResNet-101-FPN 

DenseNet-104 

(52×2) 

DenseNet-54 

(18×3) 

DenseNet-104 

(52×2) 

DenseNet-60 

(16+20+24) 

0.6 mean accuracy 51.6 59.1 55.8 62.4 66.9 

0.8 mean accuracy 36.5 37.8 39.5 31.2 46.1 

recall rate 52.7 58.6 59.1 53.7 69.5 

speed 163 247 169 115 183 

sensitivity1 58.2 67.4 69.5 74.8 79.1 

sensitivity 2 69.5 61.8 74.1 85.6 81.9 

sensitivity 4 64.7 68.2 76.8 82.4 84.7 

 

Table 2. Comparison of recognition sensitivity of different models 

 
Sample No. Reference model 1 Reference model 2 Reference model 3 Reference model 4 Model in this paper 

1 55.6 59.1 57.4 62.8 71.3 

2 59.1 65.8 66.1 85.2 87.1 

3 69.3 72.4 79.8 93.5 98.7 

4 75.8 71.6 85.1 83.7 95.8 

5 62.2 68.7 75.8 88.4 81.6 

6 67.8 75.1 78.6 85.9 91.3 

7 68.5 69.5 61.8 75.1 88.9 

8 61.8 63.1 74.7 85.2 96.4 

In order to measure the scientificity of the model design idea, 

this paper draws the loss curve of the model before introducing 

the maximum pool operation and linear transformation 

operation, so as to measure the training performance of 

different models. The training loss comparison results are 

shown in Figure 6. It can be seen from the figure that the 

training process of the model in this paper has gone through 

three stages of reduction, specifically including the first stage 

corresponding to the first 10 iterations with a fast decline 

speed, the second stage corresponding to the 10th-25th 

iterations with a decline in vibration, and the third stage with 

a stable number of iterations greater than 25. When the number 

of iterations of the model is greater than 25, the fluctuation of 

the curve tends to be stable, indicating that the training of the 

model in this paper is close to the optimal state. For the model 

before the introduction of maximum pooling operation and 

linear transformation operation, although it can also reach the 

stable state faster, the prediction error of center point, offset 

prediction error and boundary box size prediction error are 

significantly larger. 

 

 

6. CONCLUSION  

 

In this paper, a method of pedestrian identification in 

surveillance video images based on multi-scale feature 

learning is studied. First, the deep residual network ResNet 

and densely connected convolutional network DenseNet are 

introduced as the baseline network. The model is built based 

on the hybrid hourglass network module, the pyramid fusion 

network module with enhanced weighted features and the 

post-processing module. A loss function that is unified with 

other traditional models is designed. The optimization 

objective of the set loss function is divided into three parts: the 

prediction error of the corresponding center point, the 

prediction error of the offset and the prediction error of the 

boundary box size. 

Relevant comparative experiments are designed to analyze 

the performance of the models built on different surveillance 

video image datasets, and the test results of different models 

are compared. It is verified that the models built achieve ideal 

multi-scale feature fusion of pedestrian shape, action, posture 

and identity recognition. The detection sensitivity of different 

pedestrian areas in different sample images is compared, and 

the comparison results are given. Through the analysis of 

pedestrian identification results in the above three most 

representative monitoring areas, it is found that the model can 

effectively reduce the generation of false positive and obtain 

accurate prediction of pedestrian target areas, which further 

verifies that the model constructed in this paper has certain 

performance advantages in the robustness of different 

pedestrian identification. The loss curve of the model before 

the introduction of maximum pool operation and linear 

transformation operation is drawn to measure the training 

performance of different models, and verify the scientificity of 

the model design idea. 
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