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The identification and recognition of automatic license plates (ALP) are critical for traffic 

surveillance, parking management, and preserving the rhythm of modern urban life. In this 

paper, a deep learning-based method is proposed for ALP. In the proposed work, the license 

plate region is initially segmented in a given vehicle image, and the plate number and city 

region are extracted from the segmented license plate region. Residual neural networks 

(ResNet) architecture-based deep feature extraction is considered. The fully connected layer 

of the ResNet model is used to obtain the deep features for the cropped Arabic numbers and 

city regions, respectively. The extracted features are fed into the sequential input layer of 

the Long Short-Term Memory (LSTM) classifier. Various experiments are carried out on a 

dataset that was collected in the northern Iraq region and the classification accuracy score is 

used for performance evaluation. According to the obtained results, the proposed method is 

effective where the calculated accuracy scores were 98.51% and 100% for Arabic numbers 

and city regions, respectively. The performance comparison of the proposed method with 

some of the existing methods indicates the high performance of the proposed study.  
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1. INTRODUCTION

For today's modern transportation networks, ALP detection 

and identification are crucial. ALP recognition has the 

potential to be utilized in a range of applications, including 

traffic surveillance, security-related uses, and vehicle parking 

management since it can be used to identify cars from their 

license plates [1, 2]. 

Various studies on ALP detection and recognition have 

been conducted over the last two decades. For example, 

Kakani et al. [3] present an algorithm that employs artificial 

neural networks (ANN) to enhance ALP detection and 

recognition. The authors evaluated the performance of their 

proposed method using 300 vehicle images, achieving 

accuracies of 96.7 percent for detection and 92.2 percent for 

recognition. An algorithm for ANP detection and recognition 

was proposed by Prabhakar et al. [4]. The authors first 

transformed the input image from color to grayscale, then used 

median filtering to improve the image quality. The Hough 

transform was used to detect the edges and local patterns in the 

plate region after preprocessing. The binary image was then 

enhanced with morphological operations to detect the exact 

location of the license plate. One hundred fifty color images 

taken in various conditions were used to assess the 

performance, with a detection accuracy score of 94.0 percent 

and a recognition accuracy score of 92.0 percent. Singh et al. 

proposed an algorithm for locating number plates and 

recognizing characters [5] Gaussian filtering and 

morphological operations were used to improve the input 

images, with character-positioning being used to locate the 

license plate. For character recognition, a support vector 

machine (SVM) classifier was used. A total of 419 images 

were used to evaluate the performance, all of which were taken 

under various conditions. The proposed algorithm had a 

success rate of 97.21 percent for plate location and 95.06 

percent for character recognition. Li et al. proposed an end-to-

end CNN model for detecting and recognizing license plates 

[6]. In a single forward pass, they built a unified DNN model 

that localized license plates and recognized letters 

simultaneously. The authors evaluated the performance of 

their proposed method using three datasets. The detection and 

recognition scores obtained were both above 99.0%. 

For Brazilian license plates, Montazzolli and Jung [7] 

proposed a deep learning-based end-to-end ALP detection and 

recognition system. Deep CNN architecture underpins the 

developed system. The authors chose to use a Brazilian license 

plate dataset that was made available to the public. With 

detection and recognition scores of 99.0 percent and 93.0 

percent, respectively, their proposed system was able to 

correctly detect and recognize all seven characters on the 

Brazilian license plate. For license plate recognition, Cheang 

et al. [8] proposed a hybrid model that combined a CNN and a 

Recurrent Neural Network (RNN). The authors used CNN for 

feature extraction, and RNN was used to classify the extracted 

features. They used a dataset of 2,713 labeled license plate 

images in their experiments, and they got a score of 76.53 

percent accuracy. Zang et al. [9] proposed a method for ALP 

detection and recognition that used deep learning and visual 

attention that was focused on detecting and recognizing 

Chinese car license plates. For the detection of license plates, 

a modified visual attention model was chosen. CNN and SVM 

classifiers were used to recognize Chinese characters after 

character segmentation. Even under the conditions of 

changing illumination and noise contamination, the authors 

claimed that the proposed scheme produced better results. 

Bulan et al. [10] proposed a non-segmented and non-

annotated ALP detection and recognition method. Using a 

two-stage approach, the authors first located the license plate 
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region. A CNN classifier was used to determine the location 

of the license plate in a group of candidate license plate regions. 

Following that, character recognition was performed using a 

probabilistic inference method based on the hidden Markov 

model (HMM). Experiments were carried out on a variety of 

images captured in realistic conditions, with promising results. 

For ALP recognition, Shivakumara et al. [11] developed a 

method based on CNN and Bi-Directional Long Short Term 

Memory (BLSTM). The authors chose to use a CNN model 

for deep feature extraction, with the BLSTM method for 

classification. In their experiments, they used a publicly 

available license plate dataset and achieved a recognition 

accuracy of 90.51 percent. Yang et al. [12] proposed a novel 

method for Chinese LPR that used a kernel-based Extreme 

Learning Machine (ELM) classifier and deep feature 

extraction. A pretrained CNN model was used to extract deep 

features, and the experimental results were superior to other 

CNNs that used Softmax or SVM. For ALP detection in 

complex backgrounds, Kim et al. [13] proposed a two-step 

deep approach. The authors detected the car region within a 

given image in the first step and then determined the license 

plate region within the previously detected car region in the 

second step. To generate multiple candidate license plate 

regions, the faster regional CNN was combined with a 

hierarchical sampling method in the first step. A CNN 

architecture was used to remove the non-plate regions. 

Experiments on the Caltech dataset revealed a 98.39 percent 

precision rate. Selmi et al. [14] developed a deep learning-

based ALP detection and recognition system. Plate detection, 

character segmentation, and character recognition were the 

three steps of the proposed system. For image quality 

improvement, the authors used various preprocessing steps 

such as noise filtering and contrast enhancement. For plate 

detection, CNN was used, and image segmentation was used 

for character extraction. For character recognition, an 

additional CNN model was considered, and the results were 

improved. 

Yaseen et al. [15] proposed a method for license plate 

detection. The authors used a cascade HOG feature descriptor 

with (AdaBoost) technique to detect a region of interest from 

the vehicle image. The authors used a vehicle dataset from 

north Iraq for training and testing processes. The accuracy rate 

for this model was 89.66%. Wang et al. [16] presented a 

system for LPR that used a multi-task convolutional neural 

network. The authors detected the license plate by using 

MTCNN and then recognize it using end-to-end methods. The 

precision achieved by this method was 98% after being applied 

to the Chinese City Parking Dataset. Henry et al. [17] proposed 

a method to recognize vehicle LP using YOLO deep learning. 

The dataset used in this work contains a multinational license 

plate. The accuracy achieved acceptable results for 17 

countries LP. Izidio et al. [18] proposed a method for Brazilian 

LP detection and recognition. Tiny YOLOv3 and CNN were 

used for license plate detection from vehicle images and then 

character recension. The method used real vehicle images 

under different weather conditions. The achieved success rate 

was 99.37% and 98.43% for detections and recognition, 

respectively. Dong et al. [19] proposed a method for LPR 

through two stages. The authors used R-CNN and a cascade of 

fast region proposal networks for LP detection in the first stage. 

In the second stage, the authors for LP recognition use a 

parallel spatial transform network. This method was evaluated 

on the Chines LP dataset and achieved good results. 

As the reviewed literature was considered, it was observed 

that each work has its advantages and disadvantages. 

Traditional machine learning and deep learning approaches 

have been proposed for various LP detection problems. 

Besides, there have been a limited number of studies on LP 

detection where Arabic numbers and alphabets are on them. 

Thus in this study, a deep learning-based method for ALP is 

suggested in this study. The plate number and city region are 

retrieved from the segmented license plate region in a 

particular vehicle picture after it has been segmented. Deep 

feature extraction using residual neural networks (ResNet) 

architecture is examined. The deep features for the chopped 

Arabic numbers and city areas are obtained using the ResNet 

model's fc1000 layer. The retrieved features are 1000 

dimensional, and they are sent into the Long Short-Term 

Memory (LSTM) classifier's sequential input layer. Several 

tests are conducted on a dataset gathered in northern Iraq, and 

the classification accuracy score is used to evaluate 

performance. According to the collected data, the suggested 

approach is practical with estimated accuracy scores of 98.51 

percent and 100 percent for Arabic numerals and city regions, 

respectively. 

The paper is organized as follows. In the next section, the 

proposed method and the related theory are given 

systematically. In Section 3, the experimental works and the 

results are discussed. The paper is concluded in Section 4. 

 

 

2. PROPOSED METHOD 

 

Figure 1 shows a schematic illustration of the proposed 

study. As seen in Figure 1, the initial step of the proposed work 

is the detection of the license plate region. A deep semantic 

segmentation approach namely SegNet is employed [2, 20]. 

The considered license plates have three distinct regions, as 

shown in three different colors. These regions are plate 

number region, city region, and country region, respectively. 

After segmentation of the license plate region, the plate 

number region and the city region are saved for further 

processes, and the country region is discarded as it is identical 

for all license plates. The Arabic numbers in the plate number 

region need to be segmented for the recognition task. A bunch 

of image processing routines such as grayscale transformation, 

Gaussian noise removal, thresholding, morphological 

operations, and a sliding bounding box is employed to handle 

that task. Initially, the color image is converted to the 

grayscale image, and a noise removal procedure is applied to 

the grayscale images. The Otsu method-based foreground 

segmentation is utilized for binarization of the denoised 

images where the Arabic characters are indicated with logic 1 

(white color). Morphological operations such as erosion and 

dilation are used to remove unwanted binary artifacts [2]. 

After morphological operations, a sliding bounding box is 

used to detect each of the plate numbers. The bounding box is 

a single rectangular box that shows where each plate number 

is located [2, 21]. The segmented numbers are saved for deep 

feature extraction. The city regions extracted after the SegNet 

segmentation are also saved for deep feature extraction.  

Before deep feature extraction, all Arabic numbers and the 

city regions are resized to 224  224 to be compatible with the 

input of the ResNet-18 model. The ResNet-18 architecture is 

a deep CNN architecture with 18 layers. The majority of these 

layers are convolutional, with a few pooling layers. The 

ResNet-18 model's fully connected layer (fc1000) is used to 

obtain the deep features for the cropped Arabic numbers and 
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city regions, respectively. The extracted features are 1000 

dimensional, and these features are fed into the sequential 

input layer of the Long Short-Term Memory (LSTM) 

classifier. The bidirectional LSTM (biLSTM) layer comes 

after the sequential input layer. Fully connected, Softmax and 

classification layers follow each other to detect the Arabic 

numbers and cities. 

 

Input image
License plate 

segmentation
Character 

Extraction

City 

Extraction

ResNet18 LSTM

Feature

Extraction
Classification

 
 

Figure 1. The proposed approach for license plate 

recognition of the northern Iraq vehicles 

 

2.1 Convolutional Neural Networks (CNN) 

 

A CNN model is made up of several layers that are used to 

construct different structures that lead to various tasks. 

Convolution, pooling, normalization, and fully connected 

layers are among these layers [22]. By using some n×n weight 

matrixes called filters, the convolution layers are responsible 

for feature extraction. Eq. (1) shows the output of the obtained 

feature maps where 𝑋𝑖
𝑙−1 X the features that are extracted from 

the previous layers are. Moreover, 𝑏𝑗
𝑙  shows the bias and w 

indicate the weights of the filters. 

 

𝑋𝑗
𝑙 = 𝑓 ( ∑ 𝑋𝑖

𝑙−1 ∗  𝑤𝑖𝑗
𝑙

𝑖∈𝑀𝑗

) (1) 

 

Besides, Mj shows the input map selection, and f (.) 

indicates the activation function, respectively. The feature 

maps distributed from the convolution layer are downsampled 

using the pooling layer. Various pooling techniques, such as 

average and optimal pooling, have been used in the literature. 

Pooling layers limit the number of computing nodes, and they 

avoid overfitting in CNN architecture [4]. The following is a 

list of the pooling: 

 

𝑋𝑗
𝑙 = 𝑑𝑜𝑤𝑛(𝑋𝑗

𝑙−1) (2) 

 

where the down(.) shows the downsampling. For the following 

layers, the downsampling describes local characteristics. 

Layers that are fully connected (FC) transfer all connections 

and activations from the previous layer. The FC layer provides 

distinguishing properties that allow the input image to be 

classified into different groups. The FC layer's activations are 

measured using matrix multiplication and a bias offset [22]. 

The CNN is trained using an optimization algorithm described 

in Eq. (3). Adaptive moment estimation (ADAM) and 

stochastic gradient descent with momentum (SGDM) are two 

well-known training approaches for neural networks. The 

SGDM method's weights are updated regularly for each 

training set to reach the goal as soon as possible [23]. 

 

𝑉𝑡 = 𝛽𝑉𝑡−1 +  𝛼∇𝑤𝐿(𝑊, 𝑋, 𝑦) (3) 

 

W, L, and W, respectively, denote the weights, learning rate, 

and loss function. The new weights are calculated as follows 

using CNN training: 

𝑊 = 𝑊 −  𝛼𝑉𝑡 (4) 

 

In the RMSProp method [24], the optimizer of ADAM uses 

the mean of the second moments of slopes to change the 

learning rate in each iteration and follow the learning rate 

parameter based on the mean of the first moment. 

 

2.2 The residual neural networks (ResNet) 

 

He et al. created the Residual neural networks (ResNet) with 

a 152-layer deep CNN architecture [24]. The ResNet tries to 

solve the vanishing gradients problem that occurs during CNN 

back-propagation. The ResNet architecture presented residual 

connections (skip connections) to avoid information loss 

during deep network training. The skip connection technique 

allows very deep networks to be trained to increase model 

efficiency. The ResNet architecture's core building blocks are 

residual. The consecutive hidden layers are connected in 

shallow neural networks, while ResNet's architecture includes 

connections through residual blocks. Two of the essential 

benefits of residual connections in the ResNet architecture are 

the retention of acquired experience during training sessions 

and the increase in network bandwidth, resulting in reduced 

model training time. The ResNet-50, a residual deep learning 

network with 50 layers, was the subject of this research. The 

ResNet-18 architecture is a deep CNN architecture with 18 

layers. 

 

2.3 LSTM 

 

The LSTM is a kind of recurrent neural network (RNN) 

unique [25-27]. Because of memory blocks and recurrent links 

in the recurrent hidden layer, it is more stable than feed-

forward neural networks and RNNs [28, 29]. In classification 

and regression problems, the LSTM is very successful [25, 26]. 

The LSTM memory blocks have self-connected memory cells 

that store the network's transient states at each time level. The 

gates provide information flow from the data to the memory 

cells and the other devices. The forget gate is used to scale the 

cell's internal state until it is inserted into the memory cell. 

That is accomplished by repeating the memory cell and, if 

possible, resetting or forgetting the cell's memory. The forget 

gate is regulated by a one-layer neural network with the 

following activation function: 

 

𝑓𝑡 =  𝛼(𝑊[𝑥𝑡 , ℎ𝑡−1, 𝐶𝑡−1] + 𝑏𝑓) (5) 

 

where, C(t-1), h(t-1), xt, and bf are the previous LSTM block 

memory, the output of the last block, the input sequence, and 

the bias vector, respectively. The weight vector assigned to 

each input and the logistic sigmoid function is denoted by α 

and W, respectively. The previous memory block has the 

activation function implemented. With element-wise 

multiplication, it calculates the effect of previous memory 

blocks on the ongoing LSTM. The activation vector output 

value is tested, and if it is close to zero, the previous memory 

is erased. A primary neural network creates the current 

memory in the input gate by taking into account the effect of 

the previous memory block and the tanh activation mechanism. 

The following is the procedure: 

 

𝑖𝑡 = 𝛼(𝑊[𝑥𝑡 , ℎℎ−1, 𝐶𝑡−1] + 𝑏𝑖) (6) 

 

𝐶𝑡 = 𝑓𝑡𝐶𝑡−1 + 𝑖𝑡𝑡𝑎𝑛ℎ(𝑊[𝑥𝑡 , ℎℎ−1, 𝐶𝑡−1] + 𝑏𝑐) (7) 
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where it, bi, and W indicate the output of the input gate, the 

bias vector, and the weights, respectively. h(t-1) denotes the 

output of the previous block, C(t-1) shows the previous LSTM 

memory, and the α parameter indicates the activation function 

[25, 26, 28]. In terms of the output gate, it's a branch where the 

current LSTM block's output is provided using the following 

equations: 
 

𝑜𝑡 = 𝛼(𝑊[𝑥𝑡 , ℎℎ−1, 𝐶𝑡−1] + 𝑏𝑜) (8) 

 

ℎ𝑡 = tanh(𝐶𝑡) ∙ 𝑜𝑡 (9) 

 

 

3. EXPERIMENTAL WORKS AND RESULTS 
 

The experimental works were carried out on MATLAB with 

a workstation having an M4000 GPU. The vehicle images in 

the dataset were captured in real-time using two handheld 

digital cameras from various angles and positions. The images 

were taken with a Canon 60D camera and an EFS 18-55mm 

lens, as well as a Nikon DX camera and an AF-S NIKKOR 18-

105mm lens. 42882848 and 51843456 were the sensor 

resolution settings, respectively. Six hundred vehicle images 

were taken in various lighting conditions and different weather 

conditions, including heat, wind, snow, rain, and dust cloud, 

respectively. Images of various vehicle types, including cars, 

vans, buses, and minibusses, are included in the latest dataset. 

Figure 2 displays a selection of vehicle images from the 

dataset, including a variety of vehicle models and photos taken 

under various weather conditions. 

Vehicle license plates in northern Iraq come in a variety of 

colors. They are three distinct regions: a plate number area, a 

city region, and a country region, as previously stated. Figure 

3b shows several examples of license plates. The number 

region is the upper region of the license plate that shows the 

plate number, as seen in Figure 3a. 

 

    

    

    

 

Figure 2. The captured images for the dataset 

 

Since the national regions were similar, it was eliminated. 

The plate number and the name of the city are written in Arabic. 

The length of the plate number is not identical. Figure 4 

depicts the relationship between Arabic numerals and their 

Latin equivalents. 

 

 
 

Figure 3a. The structure of the license plates in northern Iraq 

 

 

 

 

 

Figure 3b. Some sample license plates from northern Iraq 

 
 

Figure 4. Arabic numbers (top row) and Latin numbers 

(bottom row) 

 

Erbil, Duhok, and Sulemania are the three cities that make 

up northern Iraq. Figure 5 shows a license plate illustration of 

these three towns. 

 

   

Erbil Duhok Sulemania 

 

Figure 5. Northern Iraq city names on license plates 

 

A randomly selected 75% of the dataset was used for 

training purposes, with the remaining 25% used for testing the 

proposed method. The SegNet architecture, which was 

previously trained [2], was used for the segmentation of the 

license plates. After segmentation of the region of interest in 

the license plate regions, a character segmentation procedure 

was employed for Arabic number extraction. Besides, the 

segmented city regions were directly used in ResNet18-based 
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deep feature extraction. Both extracted Arabic numbers and 

the city regions were resized to 224×224, and the 'fc1000' layer 

of the ResNet18 architecture was used for 1000-dimensional 

deep feature extraction. After feature extraction, the LSTM 

was used for classification. The training of the LSTM was 

carried out using an "ADAM" optimizer with a batch size of 

25 and an initial learning rate of 0.0001. The learning rate was 

dropped once after every 1000 iterations by a factor of 100, 

and the optimizer trained the network for 30 epochs. The 

training progress of the LSTM network was given in Figure 6. 

As shown in Figure 6, the training was completed after 4500 

iterations, taking 2 minutes and 15 seconds. These parameters 

were determined by the trial and error method. The 

classification accuracy was 98.51%. The loss value was over 

2 at the beginning of the training of the LSTM network. At the 

500th iteration, the loss value came below 0.5, and at the end 

of the training; it was quite close to 0. 

 

 
 

Figure 6. The training progress of the LSTM for Arabic 

numbers 

 

 
 

Figure 7. The training progress of the LSTM for city 

classification 

In Figure 7, the training progress for city classification was 

given. As seen in Figure 7, the training and test accuracy 

scores were around 50% at the beginning of the training, and 

the accuracy scores for the training and test dataset were 

increased to 100% abruptly around the 70th iteration. 

Table 1 shows the confusion matrix for Arabic number 

classification. While the rows show the output classes, the 

columns show the target classes. When the confusion matrix 

was examined based on the output classes, it was seen that 

numbers 5, 6, 7, and 8 were classified with 100% accuracy 

scores. 96.2% accuracy score was obtained for number 2 

which was the worst among all. Besides, when the results were 

evaluated based on the target classes, it was seen that only 

number 0 was classified with a 100% accuracy score. In 

addition, above 98% accuracy scores were obtained for 

numbers 1, 2, 3, 4, 6, 8, and 9, respectively. Number 5 was 

classified with a 97.2% accuracy score, which was the worst 

one in the target classes.  

 

Table 1. Testing accuracy confusion matrix for Arabic 

number classification 

 

Target Class

1

2

3

4

5

6

7

8

9

Testing Accuracy Confusion Matrix

69

8.6%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

100%

0.0%

1

0.1%

118

14.7%

1

0.1%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

98.3%

1.7%

0

0.0%

0

0.0%

75

9.3%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

1

0.1%

98.7%

1.3%

0

0.0%

0

0.0%

0

0.0%

93

11.6%

1

0.1%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

98.9%

1.1%

1

0.1%

0

0.0%

0

0.0%

0

0.0%

72

9.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

98.6%

1.4%

1

0.1%

0

0.0%

1

0.1%

0

0.0%

0

0.0%

70

8.7%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

97.2%

2.8%

0

0.0%

0

0.0%

0

0.0%

1

0.1%

0

0.0%

0

0.0%

71

8.8%

0

0.0%

0

0.0%

0

0.0%

98.6%

1.4%

1

0.1%

1

0.1%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

72

9.0%

0

0.0%

0

0.0%

97.3%

2.7%

0

0.0%

0

0.0%

1

0.1%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

67

8.3%

0

0.0%

98.5%

1.5%

1

0.1%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

85

10.6%

98.8%

1.2%

93.2%

6.8%

99.2%

0.8%

96.2%

3.8%

98.9%

1.1%

98.6%

1.4%

100%

0.0%

100%

0.0%

100%

0.0%

100%

0.0%

98.8%

1.2%

98.5%

1.5%

O
u

tp
u

t 
C

la
ss

0

 
 

Later, these obtained 100% accuracy scores were continued 

throughout the training progress for both training and testing 

datasets. The training was completed after 2200 iterations, 

which took 1 minute and 5 seconds. Similarly, the loss curve 

for city classification started around 1 and dropped to zero 

around the 500th iteration. t kept going on zero until the end 

of its training progression. 

 

   

   
 

Figure 8. Successfully detected/recognized license plates 
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Table 2 shows the confusion matrix for testing the accuracy 

of the city classification. As it was mentioned earlier, the rows 

and columns of Table 2 show the classification accuracy 

scores for the output classes and target classes, respectively. 

As the training and testing were completed with 100% 

accuracy scores, the obtained class-based accuracy scores 

were also 100% for all city categories.  

  

Table 2. Testing accuracy confusion matrix for city 

classification 

 

Target Class

Duhok

Erbil

Sulemania

Testing Accuracy Confusion Matrix

159

40.1%

0

0.0%

0

0.0%

100%

0.0%

0

0.0%

112

28.2%

0

0.0%

100%

0.0%

0

0.0%

0

0.0%

126

31.7%

100%

0.0%

100%

0.0%

100%

0.0%

100%

0.0%

100%

0.0%

O
u

tp
u

t 
C

la
s

s

Duhok Erbil Sulemania

 
 

Figure 8 indicates some cases of license plates that were 

successfully identified and classified. In the given images, the 

corresponding Latin numbers for the recognized Arabic 

numerals appear above the numbers on the plate, and the 

recognized city labels appear underneath the city area. Figure 

8 shows that three Duhok city labels and one Erbil city label 

were correctly identified. 

Table 3 shows the results of a further comparison of Arabic 

plate number identification. In all compared methods, the 

authors used deep learning-based approaches in their proposed 

methods. In terms of accuracy scores, the proposed method 

outperformed Shivakumara et al. [11] and Cheang et al. [8] 

methods, where 97.15% and 98.15% accuracy scores were 

reported. But the method proposed by Omar et al. [2] produced 

a better accuracy score than our proposed method. 

 

Table 3. Performance comparison of the proposed method 

and existing methods (Arabic number recognition) 

 
Method Accuracy 

Shivakumara et al. [11] 97.15% 

Cheang et al. [8] 98.15% 

Omar et al. [2] 99.37% 

Proposed method 98.51% 

 

 

4. CONCLUSIONS 

 

In this paper, an approach was proposed for LP detection 

and recognition. The proposed method achieved accuracy 

scores were 98.51% and 100% for Arabic number and city 

marking classifications. As we proposed an efficient scheme, 

the proposed method has several limitations. Since the 

semantic segmentation was at the center of the proposed work, 

its outputs had a significant impact on the final identification. 

The Arabic numbers could not be correctly segmented, and 

character segmentation was also an essential part of the plate 

number identification process. As a result, we want to boost 

semantic segmentation in the future by increasing the number 

of images in the dataset. We intend to suggest a novel approach 

that will eliminate the need for a segmentation point, as 

character segmentation has been missing in some cases. We 

will also collect more vehicle images for improving the LP 

detection for Arabic numbers and alphabets. 
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