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Predicting disease prediction and prognosis have become very easy task with Machine 

learning models for an inextricable aspect of cancer research aiming at enhancing patient 

therapy and management. The primary goal of proposed research work is to use Support 

vector machine, machine learning models and for dealing very accurately for predicting 

survival time for breast cancer based on clinical data. The study has proposed a solution to 

the problem in respect to various tumor related characteristic by integrating from dataset 

about tumour stage, size of tumor, and age at which the diagnosis start is an important major 

component for utilising for predicting survival time. Haberman's Survival Data Set is 

dataset describing those subjects who had been provided treatment for breast cancer. The 

sample taken for research are taken from study which was conducted at University of 

Chicago's Billings Hospital taking case who were survived after surgery for breast cancer. 

SVM applied on data set by different options of kernel RBF and linear as well as soft 

computing techniques are applied to predict the survival rate of patient from dataset. Apart 

from data standardisation and categorization, the machine learning approaches used in this 

research work to demonstrate features in terms of predicting how long they survived. Model 

performance is analysed on breast cancer data is justified by accuracy, support and f1 score. 

A workflow based on Python-platform has been utilised to support the suggested technique. 
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1. INTRODUCTION

To study various diseases like cancer there is a need of high-

throughput technologies are being widely employed in 

addition to various research tests. There is a challenge still 

exist that expert still feel the difficulty for various medical 

experts using modern methods. There is a requirement of 

developing each and every intensive and diagnostic methods 

for detecting tumor and cancer [1]. There are various tools 

related to bioinformatics which are active and needs quick 

development of various novel knowledge-based diagnostic 

approaches for identification of cancer at very early stages and 

predicting the survival rate of cancer patient. Aside from that, 

integrating and combining several of these technologies into a 

meaningful workflow is difficult. Current research work is 

demonstrating various methods of machine learning for 

predicting surviving percentage of patients by breast cancer. 

The comparison of performance of best machine learning 

algorithms used for predicting survival time with various 

parameter-based methods and for cross-validating the values. 

Breast cancer is a malignancy that predominantly affects 

women (more than 99 percent) and affects one in every eight 

women at some point in their lives [2]. It has been noticed from 

Literature and past studies that rate of survival rate 10 year 

only and its percentage is 83. At this point, 62 percent of all 

cases are diagnosed. The objective of this study is to assess the 

effectiveness and precision of various Machine Learning 

models for anticipating endurance time of malignant cancer 

cell growth in subjects 

1.1 Research problem 

The complication percentage of disease is very much 

increased now a days, various curing procedures which can be 

varied on infected samples, accurately predicting survival 

rates in subjects diagnosed with disease remains a challenge. 

Reliable and well-validated forecasts could help with more 

individualized care and therapy, as well as improved 

management of cancer progression. There is much increase in 

using various classification approaches adopted for medical 

diagnostics [3]. The research in Cancer Is the most important 

attention giving application of machine learning approaches 

for accurately and rapidly diagnostic disease. Machine 

Learning models are in much demand for generating cancer 

forecasting among patients. The demand for machine learning 

based models for generating cancer forecasts and prognosis in 

the context of the ever-increasing relevance of predictive and 

tailored treatment [4]. At first glance, all these classification-

based algorithms appear for utilizing a wide variety of various 

diversified medical data, potentially helping diagnostic quality. 

There are various rapid advancements in various machine 

learning methods helping in reducing of various errors in 

diagnostic. The very first domain is predicting of that there is 

not any likelihood for developing of a specific malignancy 

before a patient is diagnosed [5]. The second case is about 

predicting regeneration of cells in terms of diagnosing and 

treating it, while other challenge is about anticipating an 

assortment of clinical boundaries that can support disease 
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improvement and treatment after determination, for example, 

time taken to survive, life expectation, sensitivity on intake of 

drug, etc. The pace of determining that cancer will grow again 

in body and the probability of disease repeat are profoundly 

dependent on clinical treatment and the exactness of the 

conclusion [6]. 

There are variety of forms of Breast cancer cells. Each cell 

has its own way of progressing in body as well as genetic 

arrangement. As a result, having a scientific finding which 

allows for early identification and would be extremely 

beneficial in terms of improving breast cancer survival rates. 

There are various Several statistical and machine learning 

techniques, such as logistic regression, linear discriminate 

analysis, nave Bayes, decision trees, artificial neural networks, 

k-nearest neighbour, and support vector machine methods, 

have been used to construct accurate breast cancer models [7]. 

Specifically, current work demonstrates looking at a few of 

the existing mentioned strategies which is observed that SVM 

comes out best in performing various other related procedures 

[8]. There are specific kernel function like polynomial or 

radial basis function and linear which are used while building 

SVM classifier as an important learning component. Research 

has been done on evaluating the prediction of performance of 

SVM classifiers to predict the survival rate of patients in 

dataset.  

There is a research challenge where breast cancer prediction 

on Haberman's Survival Data is typically a data set of those 

patients who survived after cancer treatment surgery 

particularly for breast cancer with important attributes as 

described below in Table 1. 

 

Table 1. Data set attributes 

 
1. Patient Age (Numerical) 

2. Year Of operation 

3. Positive axillary nodes detected 

4. Survival status (class attribute) 

 

There should be sufficient accuracy for classification for 

evaluating prediction of models only on the based-on 

prediction accuracy or classification accuracy [9]. Success of 

a model which is used for predicting various metrics for 

assessment.  Various forms of errors related to classification 

that can easily be identified and observed by investigating 

characteristics of curve [10]. 

Recognizing the cancerous cell malignant growth with the 

assistance of Support vector machines outperformance as 

compared to other methods for classification. The SVM 

performs differently with different on choosing kernel 

function [11]. The current work focused on classifying cancer 

on a dataset with SVM using various functions of the kernel. 

The effect of selecting various features of subsets before the 

application of different kernels is examined by the value of 

support, accuracy, and f1 score. 

 

 

2. LITERATURE REVIEW 

 

In the field of cancer research, artificial intelligence has 

been incorporated into many areas, including machine 

learning (ML) models and treatments [12]. Most of these 

studies apply machine learning to simulate cancer progression 

and discover useful characteristics that are then employed in a 

classification system, without a focus on suspicion of cancer, 

chances of recurrence, and chances of survival [13]. 

The employment of diverse machine learning models in 

cancer research opens up a lot of possibilities for varied 

applications. For nearly 30 years, Artificial Neural Networks 

and decision trees has be employed in cancer detection and 

diagnosis [14]. For several decades, different models based on 

SVM have been utilized to address cancer prognostic 

difficulties [15]. Several studies have also employed other 

models for predicting cancer growth and outcome. Models 

driven by machine learning are currently used in lesser then 

half of the data science and bio-informatics approaches that 

have the potential to facilitate a broad range of applications, 

such as cancer diagnosis, prediction, and prognosis. All of 

these studies are focused on applying machine learning 

techniques to detect, identify, classify, or discriminate tumors 

and other malignances, as well as forecast cancer. 

Breast cancer survival time prediction studies using 

machine learning modals account for a large portion of current 

research in this field. Several research have investigated the 

impact of using a combination of machine learning algorithms 

to predict breast cancer survival time. On their breast cancer 

dataset, their method is more accurate than prior results [16]. 

Several studies discuss various issues with using machine 

learning algorithms to predict breast cancer. The authors used 

the C5.1 algo with bagging [17] to predict breast cancer 

survivorship using breast cancer data. Other researchers have 

achieved a survivability prediction accuracy of 93 percent in 

breast cancer [18]. Some research compared the performance 

of supervised learning classifiers such as Nave Bayes, S.VM-

radial basis function (RBF) kernel, in breast cancer datasets to 

discover the best classifier [19]. 

The absence of efficient and precise validation is at the root 

of many issues from the usage of machine learning algorithms 

in breast cancer prediction studies. Although it is true that the 

application of machine learning models can increase survival 

prediction accuracy, the right validation approach is critical 

when investigating breast cancer survivability time [20]. 

Cross-validation methods are one of the most prevalent ways 

for evaluating the performance of an applied model. Cross 

validation is a useful technique for ML-based modelling, and 

it is used to train and test datasets [21]. 

There is also an increasing trend of integrating mixed data 

of clinical and laboratory origins in the evaluated works. This 

allows for the employment of data science models and 

technology for data integration, normalization, and it is 

difficult to predict the results of a predictive study without a 

classification [22]. An acceptable semantic data integration 

technique can improve the quality of the input datasets for 

utilizing machine learning models to predict breast cancer 

survival time. 

Recent uses of DL models in cancer research have shown 

that they have a wide range of applications and, on the other 

hand, has left open several issues with the application to 

specific sorts of problems. For example, [23] constructed and 

presented several examples of Effective use of data-mining 

techniques or methods related to data-mining techniques for 

integrative data analysis. According to the authors of the 

article, pattern-based cancer data could be analyzed and 

classified using Deep Learning-based techniques in order to 

identify relevant cancer subtypes from the multi-platform data. 

In a separate study [24], a multi-omics model based on DL was 

developed which provides optimal differential clustering for 

patient survival rates. As a result of both investigations, 

integrative data analysis methodologies have been utilized to 
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extract a unified or unified representation of latent features that 

should be able to support robust data analysis [25]. 

 

 

3. EXPERIMENTAL PROCEDURE 
 

The assessment of cutting-edge characterization strategies 

of SVM and neural network for disease identification issue 

related to breast cancer. For SVM utilization various functions 

are analyzed and their relative exactness. Multilayer 

Perception (MLP) has also been applied. Every strategy has 

been assessed utilizing 5 X 2 cross approval plot. The element 

subset choice procedure is enlivened by the strategy 

recommended in ref. [26] utilizing calculation. 

SVM is a straight classifier which has capability of 

classifying data that is linearly separable, although feature 

vectors are not always linearly separable. The kernel method 

is utilized to solve this problem. Using kernel functions, the 

distinct input space is then transferred onto a that feature space 

which is high-dimensional in nature, where it becomes linearly 

separable [27]. Appropriateness of kernel function affecting 

the performance of an SVM classifier depends upon which 

kernel function is being selected. For various classification 

problems, different kernel functions have been used. Four 

kernel functions (polynomial, radial basis function, 

Mahalanobis, and sigmoid) are used in this study as shown in 

Table 2 below along with their equations. 
 

Table 2. SVM classifiers 
 

Polynomial kernel with 

degree d can be written as 
( ) ( )TK , 1 , 0

d

i j i jx x x x = +    

Radial basis function 

kernel is given as ( ) ( )2

K , exp , 0i j i jx x x x = − −    

Sigmoid kernel function 

is given as 
( ) ( )TK , tanhi j i jx x x x r= +   

Radial basis function 

kernel is given as ( ) ( )2

K , exp , 0i j i jx x x x = − −    

 

3.1 Multi-layer perception 

 

A neural network is a collection of artificial neurons that are 

linked together. They imitate the way the human brain works. 

The connectivity of neurons bears a certain amount of weight. 

Training of neural network (NN) are performed with known 

class known patterns used in training, they are referred to as 

supervised learning NN [28]. 

The neural network's supervised learning process starts with 

a unit of input signal and an expected signal for output. The 

training of network is done until it reaches a state of stability 

in which the synaptic weights do not change, and the outputs 

are mapped to them [29]. In latest literature, there are enough 

studies into employing neural networks for mammography 

picture classification. Neurons are coupled in a network 

structure in multi-layer perception (MLP) [15]. They are 

arranged in various multiple layers and connected by distinct 

units. The application of a three-layer MLP with input, hidden, 

and output layers. The number of neurons in the input layer 

equals the number of features in a feature vector. The second 

layer, dubbed the hidden layer, comprises h perceptions, with 

h being determined by experiment [30] Only one neuron in the 

output layer represents either benign or malignant value. For 

the hidden and output layers, we employed the sigmoid 

activation function [31]. For updating weights between 

multiple layers, the batch learning method is utilized. 

4. EXPERIMENTAL SETUP  

 

4.1 Datasets 

 

The dataset containing various patient cases from their 

survival who had undergone surgery for breast cancer. The 

multivariate dataset containing three hundred six instances 

with no missing values [32]. Data set has various attributes 

shown in Table 3 below: 

 

Table 3. Attributes from dataset 

 
1. Age of patient at time of operation (numerical) 

2. Patient's year of operation (year - 1900, numerical) 

3. Number of positive axillary nodes detected (numerical) 

4. Survival status (class attribute) 

1= Patient survived > the 5 years or longer 

0= Patient died within 5 years 

 

There was utilization of the various cross validation 

approaches. The effectiveness of performance of classification 

using SVM is checked by different kernel functions. There 

were five repetitions of 2-foldcross validations that occur. 

Individual duplications divided the dataset into equal sizes 

randomly. The algorithm for further learning is trained on one 

of the sets and then tested on the other. Sensitivity, specificity, 

and total accuracy are used to evaluate performance [33]. 

The Multi-Layer Perception (MLP) neural network used for 

classification as one of the strategies suggested for analyzing 

the dataset [34]. It started with reducing the dimensions of 

feature vectors obtained by rules base association. The features 

were then classified using Multi-Layer Perception (MLP) [35]. 

There was variation observed on SVM performance 

depending on use of kernel functions. Overall classification 

accuracy, confusion matrix, sensitivity, and specificity 

indicators were used to evaluate classification performance 

[36] The SVM kernel function accuracy has been discussed 

and shown in discussion section. 

The performance of Support vector machines as compared 

to other classification methods for breast cancer detection is 

accurate and best. The performance factor is much dependent 

upon choice of a kernel function. This research paper 

presenting a gaps and results by comparing study of various 

kernel functions for detecting breast cancer [37]. The main 

objective of study is to show results and performance of 

various classification by utilizing SVM with various kernel 

functions [38]. 

 

 
 

Figure 1. Classification values 

 

The classification accuracy, ROC, F-measure, and 

computational time (in seconds) of SVM classifiers generated 

using linear, polynomial, and RBF kernel functions with and 
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without feature selection over the two datasets, respectively. 

Classification results for Precision, recall, f1 score comes to 

be 0.85 for label 1 and 0.00 for label 2. Support values are also 

shown from Figure 1. The accuracy, Precision, recall and F1 

score shown in Tables 4 and 5 below. 

 

Table 4. Performance of various SVM kernel 

 

SVM: kernel=’linear’ 

 
 

SVM: kernel=’poly’ 

  
SVM: kernel=’sigmoid’ 

  
 

Table 5. Multilayer perceptron accuracy 

 
SVM Kernel Accuracy  Precision Recall F1-Score 

RBF 74 55 74 63 

Linear 74 55 74 63 

Poly 74 55 74 63 

Sigmoid 63 60 63 62 
 

 

Multilayer Precepton retrived accuracy of 74 percent 

 
 

0 100 200 300

Accuracy
 Precision

Recall
F1-Score

Performance

RBF Linear Poly Sigmoid
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5. CONCLUSION 

 

There is not an individual classifier exist that perform very 

well on all assessment measurements. Three classifiers are 

executed for precision, ROC, and F-measure for additional 

correlation. The paper presented the results using SVM with 

different kernel functions for breast cancer survival detection. 

The kernels were employed like RBF, polynomial, and 

sigmoid. The affect is evaluated on these kernels in presence 

and absence of feature subset selection. Functions gave 

various polynomial function with values of sensitivity. This 

research work indicated SVM with kernel performance as well 

as MLP performance with its accuracy shown that patient not 

survived. For future wok the hybrid options for combining all 

these different kernels for better results can be experimented. 
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