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muddled. One of the biggest problems they ran into was that a 

NER system intended for one domain didn't work well in 

another. In Indian languages, a 90 percent F-Measure value 

was achieved using various NER techniques. During their 

examination, they noticed certain issues with the Urdu 

language. For their NER investigation, they required to use the 

Hidden Markov Model. They achieved 100% accuracy in 

seven lines of BBC Urdu news, as well as 100% performance 

in tourist corpuses. They observed that various NER tools are 

available, but that they are all language-specific. There is no 

such instrument that is shame language agnostic [22]. 

From the literature is it clear that there is a need to design a 

system in such a way that it can dynamically recognise the 

entities in the Hindi language. Also, there is a need to develop 

system in such a way that irrespective of the content of the 

sentence the type of entity should get detected. The proposed 

system is acting exactly in such a way that it fills this literature 

gap. The proposed approach has been tested on a variety of 

databases and has yielded positive results. The suggested 

system design is compared against a variety of algorithms, and 

the findings are presented in the results and discussion chapter. 

Ladkat et al. [23] propose systems time complexity. To 

achieve greater accuracy when utilising deep neural networks 

for classification, a mathematical model is crucial [24-26]. 

 

 

2. METHODOLOGY 

 

Recognizes known items in text. The Normalized Named 

Entity Tag Annotation contains the normalised value of 

numerical entities that require normalisation, such as dates. As 

it is always better to feed numbers in the range of 0 to 1. After 

conversion of sentences or words into the vectors it may cross 

the range. So, to keep the values of vectors in the range of 0 to 

1 vector are passed through the normalization process. The 

types of name entities along with their examples is tabulated 

in Table 1. 

 

Table 1. Name entities along with their example 

 
Entity Example 

Named Entity Person (NEP) रीता, अजय, देवेंद्रस िंघ 

Named Entity Designation (NED) प्रधानमिंत्री, राष्ट्र पती 

Named Entity Currency (NEC) रुपया, दीनार, डॉलर, यूरो 

Named Entity Organization (NEO) कें द्र रकार 

Named Entity Abbreviation (NEA)  ीटीओ 

Named Entity Title Person (NETP) महाशय, श्री, श्रीमती 

Named Entity Location (NEL) पुणे, महाराष्ट्र , भारत 

Named Entity Time (NETI) जनवरी,  ुबह 9 बजे 

Named Entity Number (NEN) १९४७, १८५७ 

Named Entity Measure (NEM) ५ लीटर 

 

The initial stage is to gather and categorise data on Hindi 

words, including their synonyms, antonyms, and meanings. 

Raw text is broken down into little chunks/words/sentences 

called tokens during pre-processing. These tokens are used to 

understand the context of the sentence. Without hampering 

meaning of the sentence, tokenization keeps the important 

words or phrases. Result of tokenization is grammatically 

wrong but it leads to remove the chances of the mis-

classification at the time of classification. Also, it reduces the 

time complexity and space complexity. Due to tokenization, 

rather working on whole sentence, classifier can work on only 

important words or phrases in the sentence. We eliminated the 

stop words from the text since we didn't want them to eat up 

space in our database or take up precious processing time. Pre-

processed text is used to extract important characteristics. On 

the basis of extracted information after pre-processing, a 

neural network (architecture as shown in Figure 1) is used to 

forecast related words, synonyms, and use of a particular term. 

The sensitivity, selectivity, specificity, and accuracy of the 

system are evaluated using the performance matrix which is 

well illustrated in third chapter. 

 

 
 

Figure 1. Proposed system architecture 

 

Neural network is designed by using following steps: 

(1) The input at time step t is 𝑥𝑡 ∈ 𝐿. The d-dimensional 

feature vector is xt. 

(2) The output of the network at time interval t is 𝑦𝑡 ∈ 𝐿. 

(3) The hidden state at time t is stored in the ℎ𝑡 ∈ 𝐿𝑚 vector. 

The current context is another name for it. The number of 

hidden units is represented by the letter m. Initialize the h0 

vector to zero. In the recurrent layer , 𝑤𝑥 ∈ 𝐿𝑚  are weights 

linked with inputs. 

(4) In the recurrent layer, 𝑤ℎ ∈ 𝐿𝑚𝑥𝑚  are weights linked 

with hidden units. 

(5) Weights related with concealed to output units are 𝑤𝑦 ∈

𝐿𝑚. 

(6) The bias linked with the recurrent layer is 𝑏ℎ ∈ 𝐿𝑚. 

(7) The bias associated with the feedforward layer is 𝑏𝑦 ∈

𝐿. 

At each time step, we can unfold the network for k time 

steps to get the output at time step k+1. In appearance, the 

unfolded network resembles a feedforward neural network. 

The unfolding of the network is carried out to get the 

maximum number of features from the extracted data. To 

apply the hysteresis to the network rectangle is chosen to get 

the result within limit. As illustrated by the rectangle, an 

operation is being carried out in the unfurled network. For 

instance, consider the activation function f: 

 

ℎ𝑡+1 = 𝑓(𝑥𝑡 , ℎ𝑡 , 𝑤𝑥, 𝑤ℎ , 𝑏ℎ)
= 𝑓(𝑤𝑥𝑥𝑡 + 𝑤ℎℎ𝑡 + 𝑏ℎ) 

(1) 

 

The output y at time t is computed as: 

 

𝑦𝑡 = 𝑓(ℎ𝑡 , 𝑤𝑦) = 𝑓(𝑤𝑦 ⋅ ℎ𝑡 + 𝑏𝑦)  (2) 
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where, ⋅ is the dot product. 

As a consequence, after k time steps, an LSTM's 

feedforward pass computes the hidden unit and output values. 

The network's weights are distributed in a time-based manner. 

Each recurrent layer has two weight sets: one for the input and 

one for the hidden unit. In that it computes the final output for 

the kth time step, the final feedforward layer is similar to the 

ordinary layer of a classic feedforward network. To reduce the 

chances of the mis-classification, for each class new LSTM is 

working in parallel. By using this approach, in worst case 

scenario in result either we get entity classified or not 

classified. But that entity will not get mis-classified. 

Eq. (3) is the loss function used for the classification of the 

name entity. 

 

𝐿(Θ) =
1

𝑛
∑  

𝑛

𝑖=1

∥∥∣ 𝐹(𝑌𝑖 ; Θ), 𝑋𝑖∥∥
2
 (3) 

 

In the above formula, 𝑌𝑖 is the complete input data, Xi is the 

token of the input data, and 𝑛  is the number of training 

samples. 

 

 

3. RESULTS AND DISCUSSION 

 

The results are calculated on the database which is having 

the sentences in Hindi language about weather enquiry. The 

length of the dataset is about 2600 sentences. The dataset is 

evaluated using the suggested system architecture as well as 

three current algorithms: spacy, coreNLP, and NLTK. The 

result of the spacy, coreNLP and NLTK is evaluated from the 

code given on their official websites. 

By using confusion matrix performance parameters are 

calculated. Figure 2 shows the confusion matrix followed by 

the performance parameters equations. 

 

 
 

Figure 2. Confusion matrix 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN + FP + FN
 (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP + FP
 (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP + FN
 (6) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2TP

2TP + FP + FN
 (7) 

 

 
 

Figure 3. Performance parameters of the proposed system 

and existing systems are compared 

 

The precision, recall and F1-score is calculated graphically 

illustrated in Figure 3. Performance parameters analysis 

illustrates that the proposed system is better in every aspect of 

the performance parameter. 
 

Table 2. Precision, Recall and F1 score of the proposed 

system with existing systems taken on the same dataset 
 

 Precision Recall F1-score 

Proposed system 76.13 72.49 74.26 

Spacy 71.36 66.18 69.21 

CoreNLP 69.38 71.3 72.82 

NLTK 51.94 65.12 57.15 

 

Table 2 gives broad idea about how proposed system 

performs. The minimum precision value is 51.94% in case of 

NLTK whereas it is maximum in case of proposed system 

architecture. Similarly, for Recall and F1-score the proposed 

system is superior. Whereas Table 3 gives performance 

parameters of the classification for other neural networks. 
 

Table 3. LSTM's performance parameters are compared to 

those of an existing classifier 

  
F1 score Accuracy Precision Recall 

Proposed LSTM 74.26% 98.35% 76.13% 72.49% 

BiLSTM CRF 62.80% 95.70% 55.70% 72.00% 

Residual BiLSTM 66.40% 96.60% 72.00% 61.70% 

Residual GRU 69.00% 96.70% 77.50% 62.20% 

Residual LSTM 66.40% 96.40% 74.30% 60.10% 

Residual RNN 67.30% 96.60% 81.50% 57.30% 

 

 
 

Figure 4. Classifier's performance characteristics are 

compared to those of existing classifiers 
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Figure 4 clearly shows that the proposed LSTM is far better 

than that of the existing classifiers. On each CPU, the time 

complexity is tested. Table 4 shows the average time it takes 

to receive a result on various hardware platforms. 

 

Table 4. The time required to obtain the desired outcome 

utilising the suggested system design on various hardware 

platforms 

 
Platform Time required to get result (in seconds) 

8GB RAM, Intel i3  0.204 

8GB RAM, Intel i5 0.149 

8GB RAM, Intel i7 0.143 

Nvidia K80 GPU 0.0017 

 

The time complexity is roughly equal while utilising a CPU, 

such as an i5, or an i7, however when the system is assessed 

on a GPU, the time required to achieve the results is 

substantially different. 

 

 

4. CONCLUSIONS 

 

The precision of the suggested system architecture is 76.13 

percent, which is significantly higher than that of previous 

system architectures. Also, the value of recall and F1-score of 

proposed system architecture is 71.49 and 74.26 respectively. 

So, by comparing proposed system architecture with existing 

Spacy, CoreNLP and NLTK it is easy to conclude that 

proposed system architecture is reliable in all the sense. When 

the proposed classifier is compared with the existing 

classifiers as tabulated in 3.2 it clearly indicates that the 

proposed classifier is much superior than the existing 

classifiers. In addition, the suggested system is tested on a 

variety of hardware processors that produce results in a short 

amount of time. 
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