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 In recent years, the highly boosting development in e-commerce technologies made it 

possible for people to select the most desirable items from shops and stores worldwide 

while being at home. Credit card frauds transactions are common nowadays because of 

online payments. Online transactions are the root cause of fraudulent credit card activity, 

bringing enormous financial losses. Financial institutions must install an automatic 

deterrent mechanism to check these fraudulent actions. The fraudulent transactions do not 

follow a specific pattern and continuously change their shape and behavior. This paper aims 

to use ensemble learning with supervised Machine Learning (ML) models to predict the 

occurrence of fraud transactions. The experimental study has been evaluated on the open-

source Kaggle credit card fraud detection dataset. The performance of the proposed model 

is measured in terms of accuracy score, confusion matrix, and classification report. The 

results were state-of-the-art using the voting ensemble learning technique shows that it can 

be get the best results using PCA with 100.0% accuracy, 97.3% precision, 73.5% recall, 

and 83.7% f1-score against other ML classifiers. 
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1. INTRODUCTION 

 

In the modern era, the revolution of advanced technology 

makes life easy in business and products dealings in the form 

of e-commerce. However, e-commerce is also facing a grave 

credit card fraud detection issue. Credit card fraudulent 

activities are increasing day by day. Nowadays, small and 

large enterprises use credit cards as a style of payment [1]. 

Credit card fraudulent activity is found in almost all 

organizations like the automobile industry, appliances 

industry, banks, etc. Machine Learning (ML) and data mining 

have been applied to fraud detection in credit card transactions; 

however, these approaches could not achieve promising 

results. There is a need for an effective and efficient way to 

detect fraudulent activity instantly to prevent this alarming 

financial loss situation [2]. 

Credit card fraud detection is an offensive activity taken by 

an unauthorized person to steal credentials and use the card for 

his purposes. The credentials can be taken by using software 

applications as the user makes the credit card transaction 

online. Credit card fraud detection can also occur when 

fraudsters physically give a credit card to the merchant. The 

use of ML techniques brought a revolution in every walk of 

life, and research is showing their efficiency because of 

promising results. ML combines statistical and computer-

based algorithms that allow the computer to perform without 

manually coding in a programming language. ML models take 

input as labeled data to learn complex patterns and inferences 

on unlabeled data [3]. 

ML can provide a trustworthy and efficient method for 

addressing complicated challenges in real-world applications. 

For instance medicine [4, 5], Information security [6], gaming 

[7, 8], sports [9], and energy consumption [10] and many 

others. 

ML also plays a key role in financial data analysis [11]. 

Researchers have addressed the issue of credit card fraud 

detection through ML algorithms. Credit Card fraud detection 

is common due to the high number of online transactions [12]. 

As technology is making progress, the loophole is also 

increasing. Fraudsters are designing new approaches to detect 

the secret information related to a credit cards. Credit card 

fraud detection is a hot domain for researchers as the datasets 

are hard to get due to customers' financial privacy. The 

publicly available datasets are imbalanced due to the high 

number of routine transactions. The transaction patterns also 

change their statistical properties concerning time. It is hard to 

recognize fraudulent transactions in the recent era because of 

their dynamic nature, i.e., most of them are made to look like 

legitimate transactions [12, 13].  

In this paper, we deal with the problem of credit card 

detection using a publicly available imbalanced dataset on 

Kaggle. We address the problem using Synthetic Minority 

Oversampling Technique (SMOTE) oversampling and the 

majority voting ensemble learning technique on various ML 

classifiers. These classifiers include Bagging, Decision Tree 

(DT), Random Forest (RF), AdaBoost, Logistic Regression 

(LR), Naive Bayes (NB), and Support Vector Machine (SVM). 
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1.1 Problem statements 

 

Various ML techniques have been investigated to assist 

stakeholders' decisions in the case of financial transactions and 

investments. The fraudulent financial activity is challenging 

for community regulators and the government to address. The 

government institution generates fraudulent financial data 

only to verify the critical financial loss of a large number of 

investors. Additionally, the authors remark that most firms do 

not share their financial data for research purposes due to 

customer security and privacy concerns. 

The banks and governmental financial institutions have 

been taking steps to subdue fraudulent activity for the last 

decade by using different ML techniques. However, each 

technique suffers a setback because it has to be more than 99% 

accurate. A single false positive can result in substantial 

financial loss to the client. 

 

1.2 Research questions 

 

Here we have two research questions: 

RQ. 1: Is the majority voting ensemble learning technique 

better than the other credit card fraud detection approaches? 

RQ. 2: Which of applied oversampling techniques can be 

utilized for credit card fraud detection to give more reliable 

result? 

The contributions of the proposed approach in this paper are: 

• This study evaluated a demanding experimental 

approach and compared our results with the different state-of-

the-art ML models. The proposed approach identifies the 

weakness in tackling the credit card fraud detection of real-

world problems. Below is the list of our contributions work.  

• To our knowledge, the proposed approach is the first 

ensemble learning approach used in fraudulent activity 

detection in credit card transactions. 

• The proposed approach has been compared with the 

supervised ML algorithms and found that the proposed 

approach beats the supervised ML models. 

• In this study, an experimental approach with a 

balanced and imbalanced dataset is conducted, and evaluated 

the results that provide information about the biasness of the 

class instances. 

The remaining portion of the paper is organized as follows; 

Section 2 is about the literature review, Section 3 is about 

methodology, Section 4 results, and discussion. Section 5 

contains concludes and future direction. 

 

 

2. LITERATURE REVIEW 

 

Fraud detection is a famous and it was practiced in different 

domains. Abdallah et al. [14], presented detailed descriptions 

of the wide range of fraud topics, comprising credit card fraud  

and telecommunication [15, 16], automobile insurance fraud 

[17, 18], and online auction fraud [19]. According to the 

survey document, banks employ most fraud detection 

techniques. Size and unequal distribution are potential issues 

with fraudulent transactions in the financial sector. The 

researchers spent considerable time resolving the data's 

unequal distribution. However, their proposed approaches 

starts fraud detection models by randomly selecting an actual 

number of transactions from the non-fraudulent transactions 

[20-22]. Personal data protection and privacy rules made the 

research problem complex to work on real banking data. Lucas 

et al. [23], used anonymous data to solve the issue of real-life 

data. This study focuses on credit card numbers, terminal-id, 

and reference numbers. They were based on assumptions and 

were mimicked to create synthetic transactions.  

Pumsirirat and Yan [24], emphasized the unsupervised 

method as a better approach as fraud detection methods 

constantly change. The training and test split ratios were 80% 

and 20%, with 21 features. Autoencoders and Restricted 

Boltzmann Machine (RBM) were used to detect anomalies in 

transactions. The Area Under Curve (AUC) was 0.960 on the 

European dataset. The equal class distribution in the target 

variable is a critical issue to avoid the miss-classification 

problem since fraud transactions are uncommon in most 

datasets. ML algorithms can easily find their regularities in 

large datasets compared to small datasets [25]. The overlapped 

attribute values also create problems in a large number of 

transactions. The minority classes become linearly separable 

and create more minor problems for the algorithms even if the 

data is highly unbalanced [26]. Hadoop and MapReduce 

paradigms are also utilized by executing the negative selection 

algorithm for credit card fraud detection [27]. Quah and M. 

Sriganesh [28], used unsupervised self-organizing maps to 

identify fraudulent activity in credit card transactions in real 

time. Kundu et al. [29], presented SSAHA and BLAST's 

hybrid techniques as profile analyzers and deviation analyzers 

to detect fraudulent credit card activities. 

This study used a deep learning method to help with 

financial decisions and credit card fraud analysis. Deep 

learning is good at many things, like image processing and 

other data science fields [30]. Jurgovsky et al. [31], showed 

the Long Short Term Memory (LSTM) network for credit card 

fraud detection, they used a sequence classification task to 

show how the network works. Fiore et al. [32], employed 

unsupervised Generative Adversarial Networks (GANs) to 

create fictitious persons and improve credit card fraud 

detection by tackling the problem of an imbalanced dataset. A 

hybrid method that used the unsupervised outlier values to 

enhance the set of features in the fraud detection classifier was 

used. The main thing this method does is set up and figure out 

how to define outlier scores at different levels of granularity. 

The proposed method results show that this made it easier to 

find credit cards [33]. Carcillo et al. [34] devised a way to 

solve the imbalance, non-stationary, and feedback latency 

problems. They used the Scalable Real-Time Fraud Finder 

(SCARFF) technique, which used big data and ML. The 

performance evaluation of a large dataset shows that the 

proposed method is efficient, scalable, accurate, and easy to 

use. A new way to look for fraud is shown that uses the 

Discrete Fourier Transform (DFT) [35]. This method may be 

able to fix an imbalance in class distribution and lessen the 

amount of data heterogeneity. 

Data imbalance is a challenging issue in fraud detection. 

The difference between a majority and minority sample data 

distribution is highly imbalanced and a big hurdle in fraudulent 

activity detection [36, 37]. The traditional ML classifiers show 

poor output on imbalanced data and cannot represent the 

minority class [38]. Some techniques have been proposed to 

handle imbalanced data classification, like Resampling 

techniques [39, 40]. The resampling methods have the 

disadvantage that it reduces majority class performance. 

Makki et al. [41], state that credit card fraud is a significant 

financial loss. To overcome financial loss is time-consuming 

and expensive. They investigate that imbalance classification 

is a fundamental cause of misclassification and results in poor 
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performance of ML models. The proposed models are Linear 

Regression, DTs, ANNs and SVMs trained on balanced 

datasets and show benchmark results in sensitivity, AUC, 

precision, recall, and accuracy. Jiang et al. [12], present a 

novel idea that comprises multiple stages. In the initial step, 

cardholder transactions are collected, transactions are 

aggregated based on behavioral patterns, followed by splitting 

the dataset for train and test. The model is trained on training 

data and evaluated on test data. The feedback system has been 

set to know about the unusual patterns. Sohony et al. [42], used 

the ensemble technique for fraudulent activity detection in 

credit cards. They investigated that ensemble models of RF 

show higher accuracy and that neural network models are also 

better at detecting fraud instances. The ensemble model 

combines RF and neural networks in the study. 

 

 

3. PROPOSED METHODOLOGY 

 

The proposed methodology for credit card fraud detection 

is shown in Figure 1. The proposed methodolgy consists of 

four main branches, each comprising two sub-parts. Two sub-

parts of each main branch focus on with/without SMOTE 

oversampling technique combined with ensembling technique. 

Each sub-part ends with Majority Voting (Hard) Ensembling 

Technique. The four recommended methods operate 

independently of each other. The goal here is to determine 

which of the various assumed approaches could be applied to 

the dataset with the highest level of accuracy. The purpose of 

using ensemble techniques is that we need to make our dataset 

balanced to avoid bias regarding any side of the binary class. 

ML classifiers used in the proposed approach are Bagging 

Classifier, DT, RF, AdaBoost, LR, NB, and SVM. Each main 

branch is also unique in terms of dimensionality reduction 

technique. Dimensionality Reduction (DR) is a pre-processing 

step that gets rid of redundant features, noisy data, and data 

that's not important to the learning process. It thus improves 

the accuracy of the learning features and shortens the training 

time. Dimensionality techniques are Principal component 

analysis (PCA), Linear Discriminant Analysis (LDA), and 

Autoencoder. For the autoencoder branch, we have used Min-

Max normalization on features of the dataset. The 

experimental approach has been conducted on Windows 

operating system with Intel Core i7 10th generation processing 

with 32 GB RAM. The python programming language is used 

to implement projects on anaconda (Jupiter Notebook). 

 

 
 

Figure 1. Proposed methodology 

 

3.1 Dataset description 

 

The dataset is taken from the open-source platform Kaggle. 

The dataset consists of 31 attributes and 284807 records. The 

dataset is highly imbalanced in which minority class "fraud" 

data points are only 492 while majority classes "non-fraud" 

data points are 284315. The class imbalance is a significant 

risk in determining the characteristics of fraud in a transaction 

pattern. The majority classes are correctly classified by 

learning more instances of the majority class and ignoring the 

minority classes, leading to misclassification. In the proposed 

study, minority class fraud data points are critical to correctly 

classify. 

 

3.2 Synthetic minority oversampling technique (SMOTE) 

 

SMOTE is a well-known and efficient technique for 

handling class imbalance issues in various field [43]. The core 

concept of SMOTE is the synthesis of additional minority 

samples based on similarity in feature space between existing 

minority examples. We applied the SMOTE approach to 

oversample the minority class. SMOTE, or Synthetic Minority 

Oversampling Technique, is an additional method for 

oversampling the minority class. Frequently, adding duplicate 

minority class data to a model does not add any new 

information. SMOTE synthesizes new instances from the 

existing data. Consequently, SMOTE examines minority class 

examples and uses k nearest neighbor to identify a random 

nearest neighbor; a synthetic instance is then generated at 

random in feature space. 

 

3.3 Proposed classification models 

 

In the proposed approach, we have used seven ML 

classifiers. Bagging Classifier, Decision Tree, Random Forest, 

AdaBoost, Logistic Regression, Naive Bayer, and Support 

Vector Machine. The selection of these algorithms is used in 

the literature on the given problem and many other problems. 

The following section provides a brief underlying mechanics 

of these algorithms 

 

3.3.1 Logistic regression (LR) 

The LR model is used for classification tasks to find a 

relationship between the probability of an outcome and 

features [44]. The logistic term is derived from the logit 

function that used the probability value of 0.5 for the 

classification method. The LR model contributes to fraud 

detection based on given features and parameters [45]. The 

functioning technique of LR resembles the linear regression 

model, only the difference in calculating the predicted 
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probability of the mutual exclusive event occurring based on 

multiple external factors. The LR model is a linear model in 

which the target variable is categorical contrast, the 

independent variable in LR should be independent of each 

other. Therefore, the LR model has little or no 

multicollinearity [46]. The LR model mathematically can be 

designed to map input variables with two possible output 

classes, negative and positive classes. 

 

3.3.2 Support vector machine (SVM) 

SVM is a powerful predictor classification model that 

separates the dataset into two training and testing sets [47]. 

The main goal of the SVM model is to design a model using 

training data that predicts the test data's target values based on 

its attributes. SVM model is memory-efficient because it uses 

a subset of training points. SVM does not perform with noisy 

datasets with overlapping classes. SVM's main principle is to 

draw the optimal hyperplane to enhance classification 

accuracy. SVM is based on statistical learning theory. It is find 

a linear model that maximizes the margin of hyperplanes [48]. 

The hyperplane's maximum margin will maximize class 

separation. 

 

3.3.3 Decision tree (DT) 

The DT is different from that of other ML models as it is a 

non-parametric classification and regression tool [49]. It is 

represented using a tree-like structure where each internal 

node represents a feature, and the connection represents the 

outcome of the feature. The leaf nodes represent class labels. 

The tree construction is accomplished by dividing the dataset 

into subsets based on the result of the feature value test. 

Recursive segmentation is the process of repeating this 

procedure on each subset obtained from another. Whenever 

the subset at a point has the same result as the target attribute 

or when splits no further improves the predictions, then 

recursion is concluded. Since it does not require domain 

knowledge or parameter configuration, it is well suited for 

exploratory knowledge discovery applications. In addition, 

DTs can handle data with a high degree of dimensionality. As 

a result, DT classifiers are often accurate in their 

classifications [50]. The induction of categorization 

information through DTs is a typical inductive approach.  

 

3.3.4 Random forest (RF) 

The RF is an ensemble technique capable of solving 

classification and regression tasks. RF is a combination of DT 

classifiers, and its output is the majority vote among the set of 

tree classifiers [51]. A subset of the whole training set has been 

selected at random and used to train it for each tree. Unlike 

other algorithms, the RF algorithm is not susceptible to 

overfitting. As a result, the error rate it returns can provide an 

accurate estimation of generalization error (without requiring 

it to run through a cross-validation procedure). The RF model 

can handle the categorical and numeric features and even work 

with missing values and non-scale [52]. 

 

3.3.5 Convolution neural network (CNN) 

The CNN model is a deep learning model that has a 

promising contribution to solving imaging types of tasks  [53]. 

The CNN model is a feedforward network consisting of input, 

convolutional, pooling, and output layers. The CNN model is 

capable of feature extraction and learning, which is very useful 

in images. A convolution filter connects a CNN model's output 

layer to the model's input layer. The dot multiplication 

function of the convolution filter is utilized to produce 

multiscale feature extraction using a sliding window technique 

[54]. The max-pooling layer was used to minimize the 

complexity of the feature matrix and the network complexity. 

The convolutional layer is responsible for extracting features 

from the initial input. 

 

3.3.6 Adaptive boosting (AdaBoost) 

AdaBoost is an iterative ensemble learning method that 

aims to increase the efficiency of binary classifiers by learning 

their mistakes and turning them into strong ones [55]. 

AdaBoost uses sequential learning to generate different 

models sequentially, and successors learn from mistakes that 

exploit dependency among models by giving high weightage 

to mislabeled examples.  

 

3.3.7 Naive bayes (NB) 

NB is a distinct technique based on the Bayes Theorem and 

assumes that predictors are independent of one another  [56]. It 

is commonly used for massive datasets because of its 

simplicity, and it has been shown to outperform even the most 

advanced classification methods in several cases. 

 

3.4 Majority voting (Hard) 

 

Majority Voting (MV) is an ensemble learning method that 

integrates the predictions from numerous underlying 

algorithms into a single forecast [57]. It outperforms any 

underlying model employed in the method in terms of overall 

performance. It is engaged in the categorization and regression 

of data sets. In the case of regression, it takes the average of 

the predictions from the models. When it comes to 

classification, the predictions for each predicted label are 

added together, and the predicted label with the most votes is 

declared the winner. Hard voting and soft voting are the two 

techniques of a majority vote for classification that can be used 

[58]. Hard voting adds up all of the guesses for each predicted 

label, and the real label is the one that receives the most votes. 

You can use soft voting to calculate the expected probabilities 

for each predicted label and then use that information to 

predict the real label with the highest likelihood. 

Consequently, hard voting is reserved for models with clear 

predicted labels, and soft voting is reserved for models with 

probabilities belonging to a certain category of labels. In our 

proposed approaches, we used uniform weights while using 

the majority class.  

 

 

4. RESULTS AND DISCUSSION 

 

This section discusses the first performance metrics, 

followed by the results of all experiments conducted and their 

discussion. Three-dimension reduction techniques were 

utilized: PCA, LDA, and Autoencoder, while the SMOTE 

approach has been used for oversampling. We have used k-

fold with k=3 to accurately report all the experiments' 

performance. 80% of the data is used for training, and the rest 

20% for testing. 

 

4.1 Proposed classification models 

 

To estimate the performance of the proposed approach, 

accuracy, precision, recall, and f1-score as performance 

metrics have been used. These are defined as follows: 

512



 

4.1.1 Accuracy score 

Accuracy is the ratio correction prediction out of the total 

predictions. This metric is considered very important to get 

accurate results. The accuracy score can illustrate as shown in 

equation (1): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
× 100 (1) 

 

4.1.2 Precision  

It is the ratio of correctly True positive predictions out of 

the total True positive predictions. The precision metric can be 

expressed as shown in equation (2): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

4.1.3 Recall 

The ratio correct predicted positive prediction from all 

observations in an actual class. A recall is also known as 

sensitivity. The recall metric can illustrate as shown in 

equation (3): 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

4.1.4 F1-Score 

F1 Score is the weighted average of Precision and Recall. 

F1-Score counts false positives and false negatives both to 

show the output value. F1-Score can illustrate as shown in 

equation (4): 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑖𝑐𝑠𝑖𝑜𝑛
 (4) 

 

A False Positive (FP) is a positive result that has a large 

number of inaccurate examples. In the above equation, TP 

stands for True positive, which is the number of cases that have 

been correctly identified. The number of successfully 

identified examples is denoted by TN, whereas FN denotes the 

number of incorrectly categorized examples. 

 

4.2 Mathematic text and equations 

 

The main branches used for experimental are four; each 

main branch has two sub-parts. Each branch's result will be 

discussed separately, followed by a combined analysis of all 

four branches. 

• Branch-1 is the simplest of all branches as it only focuses 

on results with and without oversampling. For oversampling, 

SMOTE technique for the experiments has been used. Sixteen 

(16) experiments have been conducted in two sub-parts, with 

each sub-part consisting of eight (8) experiments. Table 1 

presents all the experiments done in Branch-1. The first eight 

(8) experiments use seven ML classifiers and one Voting 

ensemble learning technique to perform simple classification. 

The remaining eight (8) experiments focus on SMOTE, 

followed by classification using seven (7) ML classifiers and 

one technique called Voting ensemble learning. If both classes 

were considered, Random Forest (RF) outperformed in both 

sub-branches of this branch. However, LR resulted in a lower 

misclassification rate for fraud (minority) class in the first sub-

part, and Adaptive Boost (AdaBoost) resulted in lower 

classification in the second sub-part. RF performed better than 

others because the dataset has thirty (30) attributes. These (30) 

relevant attributes are used to improve learning feature 

accuracy, reduce the training time, and discard the “Time” 

column. Bagging, RF and the voting technique are preformed 

the best accuracy  among all classifiers in first sub-part  but 

RF performs better results against other classifiers in second 

sub-part. 

• Branch-2 focuses on Principal Component Analysis 

(PCA) as a dimensionality reduction technique. For 

oversampling, SMOTE technique for the experiments has 

been used. To appropriately enter the number of components 

into PCA, the elbow approach has been used to plot variance 

for a number of components. 

 

 
 

Figure 2. Components variances applying PCA without 

using SMOTE 

 

The graph in Figure 2 depicts the variance (y-axis) as a 

function of the number of components (x-axis). The general 

norm is to retain 90% of variance. Therefore, in this 

circumstance, we chose to retain 25 components (features). 

These features are: "scaled amount", "V1", "V3", "V4", "V6", 

"V7", "V8", "V9", "V10", "V11", "V12", "V13", "V14", 

"V15", "V16", "V17", "V18", "V19", "V20", "V21", "V22", 

"V23", "V24", "V25", and "V27". 

 

 
 

Figure 3. Components variances applying PCA using 

SMOTE 
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In addition, Figure 3's cumulative explained variance 

graph represents the amount of variation collected (along the 

y-axis) based on the number of components (features) 

included (the x-axis). A general rule is to retain between 80 

and 90% of the volatility. Thus, in this instance, we decide to 

keep 8 features only. These features are: “scaled_amount”, 

“V1”, “V4”, “V8”, “V12”, “V14”, and “V21”.  

Table 2 presents all the experiments done in Branch-2. 

Bagging, RF classifiers and the voting technique outperformed 

better accuracy in PCA branch's in first sub-part. The voting 

technique surpassed the others in the first sub-part 

(PCA/SMOTE). LR's resulted in lower missclassification rate 

for fraud (minority) class in first sub-part, and NB resulted in 

lower classification in second sub-part. However, both 

classifiers produced a higher misclassification rate for the non-

fraud (majority) class than the RF. RF also performed the best 

in the second sub-part against other classifiers. 

• Branch-3 focuses on Linear Discriminant Analysis 

(LDA) as a dimensionality reduction technique and SMOTE 

for oversampling. After several hit & trial experiments, we 

have feed LDA with one (1) component to perform all 

experiments in this branch. Table 3 summarizes all of the 

Branch-3 experiments. In both classes, the voting ensemble 

learning technique outperformed the first sub-part of (LDA) 

branch. NB outperformed in the second sub-part 

(LDA/SMOTE); However, LR resulted in a lower 

misclassification rate for the fraud (minority) class in first sub-

part and Bagging, DT and RF resulted in second sub-part. 

• Branch-4 focuses on autoencoder as the dimension 

reduction technique along with SMOTE as oversampling 

technique. In both sub-parts, the identical autoencoder design 

has been maintained. Typically, autoencoders are composed of 

two components: the encoder and the decoder. The bottleneck 

layer displays their compressed form between the input 

features and the bottleneck layer. 

The encoder part consists of two blocks, each composed of 

1D Convolution Neural Network (CNN) followed by 1D Max-

Pooling. The decoder part consists of two blocks, each 

consisting of 1D Upsampling followed by 1D CNN. Table 4 

presents all the experiments done in Branch-4. Bagging, DT, 

RF and AdaBoost classifiers outperformed in the first sub-part, 

and RF outperformed in the second sub-part. The Autoencoder 

branch does not have good accuracy because a complex 

network to compress the features has been chosen, and 

different optimizers and batch sizes to check the results have 

been tried in vain.  

The primary objective of principle component analysis 

(PCA) is to minimize the dimensionality of the data containing 

multiple variables that are strongly or weakly associated with 

one another, while preserving the variation contained in the 

data set to the greatest extent possible. This is achieved by 

transforming the variables into a new set of variables, which is 

a set of properties or attributes from our original dataset, in 

such a way that the maximum variety is preserved. 

 

Table 1. Results (Branch-1) 

 
Classifier DR Oversampling TN FP FN TP Acc. Prec. Rec. F1-Score 

Bagging 

- - 

56861 03 21 77 100.0% 96.3% 78.6% 86.5% 

DT 56835 29 21 77 99.9% 72.6% 78.6% 75.5% 

RF 56862 02 24 74 100.0% 97.4% 75.5% 85.1% 

AdaBoost 56852 12 27 71 99.9% 85.5% 72.4% 78.5% 

NB 55619 1245 18 80 97.8% 06.0% 81.6% 11.2% 

LR 56855 09 43 55 99.9% 85.9% 56.1% 67.9% 

SVM 56862 02 33 65 99.9% 97.0% 66.3% 78.8% 

MV 56862 02 23 75 99.9% 97.4% 76.5% 85.6% 

Bagging 

- SMOTE 

56824 40 18 80 99.9% 66.7% 81.6% 73.4% 

DT 56752 112 22 76 99.8% 40.4% 77.6% 53,1% 

RF 56856 08 16 82 100.0% 91.1% 83.7% 87.2% 

AdaBoost 55532 1332 06 92 97.7% 06.5% 93.9% 12.1% 

NB 55499 1365 13 85 97.6% 05.9% 86.7% 11.0% 

LR 55455 1409 08 90 97.5% 06.0% 91.8% 11.3% 

SVM 55980 884 12 86 98.4% 08.9% 87.8% 16.1% 

MV 56814 50 11 87 99.9% 63.5% 88.8% 74.0% 

 

Table 2. Results (Branch-2) 

 
Classifier DR Oversampling TN FP FN TP Acc. Prec. Rec. F1-Score 

Bagging 

PCA - 

56862 02 23 75 100.0% 97.4% 76.5% 85.7% 

DT 56843 21 24 74 99.9% 77.9% 75.5% 76.7% 

RF 56863 01 22 76 100.0% 98.7% 77.6% 86.9% 

AdaBoost 56849 15 27 71 99.9% 82.6% 72.4% 77.2% 

NB 55865 999 18 80 98.2% 07.4% 81.6% 13.6% 

LR 56855 09 41 57 99.9% 86.4% 58.2% 69.5% 

SVM 56862 02 33 65 99.9% 97.0% 66.3% 78.8% 

MV 56862 02 26 72 100.0% 97.3% 73.5% 83.7% 

Bagging 

PCA SMOTE 

56757 107 16 82 99.8% 43.4% 83.7% 57.1% 

DT 56625 239 16 82 99.6% 25.5% 83.7% 39.1% 

RF 56803 61 12 86 99.9% 58.5% 87.8% 70.2% 

AdaBoost 54977 1887 9 89 96.7% 04.5% 90.8% 8.6% 

NB 54591 2273 14 84 96.0% 03.6% 85.7% 6.8% 

LR 55505 1359 8 90 97.6% 06.2% 91.8% 11.6% 

SVM 55982 882 10 88 98.4% 09.1% 89.8% 16.5% 

MV 56787 77 11 87 99.8% 53.0% 88.8% 66.4% 
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Table 3. Results (Branch-3) 

 
Classifier DR Oversampling TN FP FN TP Acc. Prec. Rec. F1-Score 

Bagging 

LDA - 

56846 18 28 70 99.9% 79.5% 71.4% 75.3% 

DT 56841 23 28 70 99.9% 75.3% 71.4% 73.3% 

RF 56844 20 28 70 99.9% 77.8% 71.4% 74.5% 

AdaBoost 56851 13 22 76 99.9% 85.4% 77.6% 81.3% 

NB 56843 21 20 78 99.9% 78.8% 79.6% 79.2% 

LR 56854 10 42 56 99.9% 84.8% 57.1% 68.3% 

SVM 56852 12 22 76 99.9% 86.4% 77.6% 81.7% 

MV 56858 06 25 73 99.9% 92.4% 74.5% 82.5% 

Bagging 

LDA SMOTE 

51750 5114 12 86 91.0% 01.7% 87.8% 3.2% 

DT 51124 5740 12 86 89.9% 01.5% 87.8% 2.9% 

RF 51101 5763 12 86 89.9% 01.5% 87.8% 2.9% 

AdaBoost 54498 2366 08 90 95.8% 03.7% 91.8% 7.0% 

NB 55296 1568 08 90 97.2% 05.4% 91.8% 10.3% 

LR 54575 2289 08 90 96.0% 03.8% 91.8% 7.3% 

SVM 55218 1646 08 90 97.1% 05.2% 91.8% 9.8% 

MV 54893 1971 08 90 96.5% 04.4% 91.8% 8.3% 

 

Table 4. Results (Branch-4) 

 
Classifier DR Oversampling TN FP FN TP Acc. Prec. Rec. F1-Score 

Bagging 

Autoencoder - 

56855 09 43 55 99.9% 85.9% 56.1% 76.9% 

DT 56834 30 46 52 99.9% 63.4% 53.1% 57.8% 

RF 56859 05 40 58 99.9% 92.1% 59.2% 72.0% 

AdaBoost 56844 20 58 40 99.9% 66.7% 40.8% 50.6% 

NB 56209 655 43 55 98.8% 07.7% 56.1% 13.6% 

LR 56856 8 81 17 99.8% 68.0% 17.3% 27.6% 

SVM 56864 0 89 9 99.8% 100.0% 09.2% 16. 8% 

MV 56862 02 53 45 99.9% 95.7% 45.9% 62.1% 

Bagging 

Autoencoder SMOTE 

56141 723 49 49 98.6% 6.3% 50.0% 11.3% 

DT 55544 1320 47 51 97.6% 3.7% 52.0% 6.9% 

RF 56485 379 48 50 99.3% 11.7% 51.0% 19.0% 

AdaBoost 49636 7228 22 76 87.3% 1.0% 77.6% 2.1% 

NB 46062 10802 25 73 81.0% 0.7% 74.5% 1.3% 

LR 53873 2991 42 56 94.7% 1.8% 57.1% 3.6% 

SVM 55291 1573 42 56 97.2% 3.4% 57.1% 6.5% 

MV 56001 863 38 60 98.4% 6.5% 61.2% 11.8% 

 

While The purpose of linear discriminant analysis (LDA) is 

to improve the separability between two groups so that we may 

make the best classification decision possible. Although both 

PCA and LDA contribute to dimensionality reduction, LDA 

focuses on optimizing the separability between known 

categories by generating a new linear axis and projecting the 

data points down that axis. LDA is not concerned with locating 

the primary component; rather, it examines which types of 

points/features/subspace provide the most discrimination for 

separating the data. LDA's purpose is to locate a line that 

optimizes class separation.  

The autoencoder maps the input to the latent space, and the 

decoder reassembles the input. For correct reconstruction of 

the input, they are trained by back propagation. 

Dimensionality reduction can be achieved with autoencoders 

when the latent space has less dimensions than the input. Since 

they are capable of recreating the input, these low-dimensional 

latent variables should, intuitively, encode its most essential 

characteristics. 

Autoencoders are able to model complex nonlinear 

functions, whereas PCA and LDA are essentially linear 

transformations. Since PCA features are projections on an 

orthogonal basis, they are completely linearly uncorrelated 

with one another. However, autoencoder features may have 

correlations because they were merely trained for correct 

reconstruction. 

Both PCA and LDA attempt to minimize dimensions. PCA 

seeks out characteristics with the greatest variance. LDA 

attempts to optimize the separation between recognized 

categories. In addition, we can conduct that both of PCA and 

LDA are very comparable; both are linear transformation 

methods that use eigenvalues and eigenvectors to break up 

matrices. The major difference is that LDA requires class 

labels into account while PCA does not because it is not 

supervised. 

Overall Analysis provides insight into the results of all four 

(4) branches and mainly focuses on the Voting ensemble 

learning technique. Overall experiments showed that the best 

result came in Branch-2's first sub-part (PCA) with 100.0% 

accuracy, 97.3% precision, 73.5% recall, and 83.7% f1-score 

in both classes.  

However, if the minority class (fraud) has been focused on, 

some experiments performed better but resulted in a higher 

misclassification rate for the majority class (non-fraud). 

The confusion matrix was employed to conduct a detailed 

analysis of the best experiment. The confusion matrix is a 

technique for evaluating the effectiveness of ML algorithms 

when performing classification tasks. It functions in the same 

way as a table, assisting in explaining the model's performance 

on a test dataset. The term confusion matrix is very simple but 

its approach is little bit confusing. The basic purpose of 

confusion matrix is to visualize the accuracy of proposed 

classifier by comparing predicted and actual classes. The 

binary confusion is composed of squares. The following four 
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terms are explained in greater detail by the confusion matrix. 

•  TP: Predicted values were correct when they turned out to 

be positive. 

•  FP: Forecasted values were wrongly predicted as positive 

when they were negative. Specifically, negative values are 

projected to be positive. 

•  FN: Positive values are expected to be negative. 

•  TN: Predicted values were properly predicted as negative 

in the actual data. 

 

 
 

Figure 4. CM for the best performing model 

 

Figure 4 depicts the confusion matrix for the overall best 

result produced from Branch-2, which is the most favorable 

outcome. FNs are limited to twenty six (26), while FPs are 

limited to two (2), as seen in the table. Our strategy was based 

on two research questions we had formulated in the first place 

and on which we sought answers. We will be able to answer 

the questions after completing all the experiments and 

analyses. The answer to the first question is Yes since voting 

ensemble learning employs majority voting to make the final 

prediction, and the answer is Yes. As a result, if the underlying 

models produce accurate forecasts, the vote will almost 

certainly improve the situation. Regarding the second question, 

the answer is also yes, because we concluded that PCA 

oversampling technique can give more reliable results than 

other oversampling techniques. We have only studied the 

SMOTE technique for oversampling, which is frequently used 

by researchers and is the only one we have tested. 

 

 

5. CONCLUSION AND FUTURE WORKS 

 

The detection of fraudulent transactions has been happening 

for the past twenty years. The researchers have implemented 

various methods for efficient and timely detection of 

fraudulent activities. ML models have shown promising 

results in timely and accurate fraud detection, yet datasets have 

some limitations. Deep learning models provide better results 

in having a sufficient and accurate dataset for learning 

representations. This paper proposes an approach with a voting 

ensemble learning technique combined with ML classifiers. 

Various dimensionality reduction techniques have been used, 

including PCA, LDA, and Autoencoder. SMOTE has been 

used for oversampling of the dataset. As the number of 

instances increases, the proposed approach uses the good in 

every ML classifier to learn about the fraudulent dataset. The 

main goal of this paper is to determine fraudulent transaction 

activities by using different ML techniques. The best result has 

been obtained using the voting ML technique. Future works 

include using a dataset with more fraudulent transactions for 

the models to learn and perform better. Current datasets are 

imbalanced and contain more non-fraudulent transactions, 

making the model biased toward the majority class. 
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