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Advancement in information and communication technology has led to tremendous 

development in graphics techniques. Evolving multimedia tools are used to generate high 

quality Computer Graphics (CG) images. These images have wide applications in domains 

like video gaming, augmented reality, and virtual reality and many other. Computer graphic 

images are also used illegally in criminal activities. This article proposes an effective 

transfer learning approach to classify CG and Photographic (PG) images available in small 

scale dataset. Initially, pre-trained models such as AlexNet, GoogleNet, ResNet50, VGG-

18 and SqueezeNet were modified and fine-tuned appropriately. Based on the validation 

accuracy, SqueezeNet was adapted as learning model for extracting deep features for 

classification. To evaluate the performance of squeezeNet, Columbia dataset and Photo 

realistic dataset were used. Finally, the performance of the proposed model was compared 

with state-of-the- art transfer learning approaches to prove its efficacy. Accuracy of 93.75% 

was attained using SqueezeNet for the folding ratio 80:20 when the input data is augmented. 
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1. INTRODUCTION

Multimedia tools and applications are growing 

exponentially with the advent of the Information and 

Communication Tools (ICT). In the current scenario, with the 

available sophisticated digital imaging techniques and 

powerful software for generating Computer Graphics (CG) 

images are highly challenging to classify the real images with 

human visual system. Figure 1 shows a set of images with both 

Photographic (PG) and CG. Top four images represent CG and 

bottom four represents PG images. PG images are usually 

taken using digital cameras and CG images are spoofing 

images created by software based on the real images. CG 

images has wide application in areas like virtual reality, video 

games, animations, educational simulations, film industry and 

many others [1]. There are large numbers of software available 

for generating CG images which are sometimes used illegally. 

Effectively differentiating PG and CG images are highly 

required in criminal investigations, fake news identification, 

newspaper images, identifying the originality of images in 

case of defaming to person of social importance based on 

image. The misuse of CG imaging has created an alarming 

need to image forensics experts [2] and other software based 

techniques.  

Recently, many researchers have proposed interesting 

techniques to classify PG and CG images. Commonly used 

approach to solve this problem is to preprocess the image 

followed by feature extraction and use any classification 

method. Mostly for preprocessing, conversions techniques 

such as RGB to grayscale [3-5] or any band pass filters [6] are 

used. Existing work can be grouped as hand crafted and 

Convolutional Neural Network (CNN)-based feature 

extractors [6]. 

Figure 1. Examples of CG and PG images taken from 

dataset, top row: CG images; bottom row: PG images 

Handcrafted feature extraction techniques are implemented 

using well known methods such as Discrete Wavelet 

Transform (DWT) [7], Discrete Fourier Transform (DFT) [8], 

Quaternion Wavelet Transform (QWT) [9], Local Binary 

Pattern (LBP) [10], Content-Based Image Retrieval (CBIR), 

Composite Visual features and many others. Even-though the 

handcrafted feature extractor performs well and provides 

better accuracy, it cannot be generalized [11]. In other words, 

it is designed for a particular application and dataset. It focuses 

only on the selected features of the images. Moreover these 

techniques rely on the human supervision and expert 

knowledge to choose the features which results in limited 

accuracy for complex and large datasets. To overcome the 

pitfalls in the handcrafted feature extractor, CNN based 

techniques can be used. CNN based feature extractor provides 

more accurate results due to its diverse nature of learning the 

holistic feature from an image [9]. 

CNN based methods are widely used to study the features 

and visual contents of the images. Well known CNN 

architecture includes AlexNet [12], GoogleNet [13] and after 

the evolution of Deep CNN VGGNet [14], DenseNet [15] and 
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other techniques are also used. Many works have proposed 

CNN based models to solve this problem. Recently, many 

deep learning based methods are proposed using different 

models and methods like attention based dual branch CNN 

[16], deep learning model with transfer learning [17], and a 

self-coding module to differentiate image based on color 

correlation [18] were implemented for feature extraction. 

 

 

2. RELATED WORK 

 

The CG and PG images visually look very similar and 

cannot be easily differentiated using human visual system. The 

image formation process of the PG and CG images are entirely 

different, which leads to different inherent properties for these 

images. Based on the literature, the image classification based 

on feature extractor for PG and CG images can be broadly 

classified as hand crafted and CNN based feature extraction 

methods. Most of the work focuses on classification using 

inherent properties of the images.  

Hand crafted feature extractor utilizes various features such 

as color, brightness, edges, texture and many others. Apart 

from these features, wavelet transforms are used to study 

characteristics like mean, variance, and skewness [7]. 

Geometry based feature selection on textural characteristics is 

proposed and an accuracy of 83% was obtained. Image 

wavelet transform, discrete wavelet transform, discrete cosine 

transform-based techniques were also used for handcrafted 

feature selection [19]. Color histogram, edges, moments and 

texture interpolation based techniques were also used [20]. In 

another work, transform domain based wavelet methods are 

fused with noise statistic feature selection for image 

classification [7]. Even, first order and second order 

differential signals also used for feature selection. On the other 

hand, hand crafted feature selection were also used with 

Support Vector Machine classifiers [21]. Homo-morphic 

filtering and SVM classifier were used to classify the PG and 

CG images [22]. Wang et al. proposed quaternion wavelet 

transform domain for choosing the color based feature 

extracted using RGB images [23]. Even though handcrafted 

feature extractor has shown better performance, it has few 

limitations including (1) Not suitable for large dataset with 

more samples (2) Accuracy may reduce on smaller datasets (3) 

Large number of features are required for hand crafted feature 

extractor which leads to larger processing time. 

To overcome the limitations with hand crafted feature 

extractor, deep learning and CNN based methods are used, 

which shows better performance by automatically learning 

important features of the images. There are many works 

demonstrating CNN to classify CG and PG images [8, 24]. 

Few works have also reported the transfer learning model for 

image classification [25]. TL based methods has the advantage 

of learning from the previous task to solve the new task with 

similar problem. A dual path CNN network is also used and 

output were combined and fed to the Recurrent Neural 

Network (RNN) [26]. Even though there are many advantages 

of using CNN instead of hand crafted feature selection, there 

are many new techniques are being proposed to improve the 

accuracy of the CNN based image classification. 

The main contributions of this work: 

• Using different transfer learning models for 

distinguishing CG from PG images available in small 

scale dataset. 

• Modifying appropriate layers in transfer learning 

models. 

• Setting aside the best TL model (SqueezeNet) for 

testing purpose. 

• Evaluating SqueezeNet on images of Colombia 

dataset. 

 

 

3. PROPOSED FRAMEWORK 

 

This section describes the framework used to extract the 

deep features using transfer learning (TL) model namely 

SqueezeNet. Moreover, this work also analyses the 

performance of other networks like Googlenet, VGG18, 

Alexnet and ResNet50. These pre-trained models were trained 

using popular image dataset namely ImageNet. It comprises 

more than 1.3 million images from distinct classes. The deep 

features obtained through transfer learning are classified based 

on the knowledge of softmax layer. The generic framework is 

shown in Figure 2. 

 

 
 

Figure 2. Framework for transfer learning 

 

3.1 Transfer learning 

 

Transfer learning is a useful technique to work with smaller 

dataset and resource. It is a method of knowledge transfer to a 

new task through learned weights of the related task. Based on 

the literature, methods of knowledge transfer can be broadly 

grouped into four: 

• Instance transfer: This method relies on the weighting and 

transforming labels for knowledge transfer to required 

domains. Mostly, supervised ML models are used to 

transfer the samples. 

• Feature representation transfer: This type is suitable for 

applications that use common representation for training 

and testing domain. Using this approach, the target classes 

are predicted accurately by learning the discriminative 

features among distinctive classes. 

• Parameter transfer: This method focuses on transferring 

both the acquired knowledge and the learned 

parameters/distribution of hyper parameters to the desired 

task. 

• Relational transfer: The assumption is that both the source 

and target domain is relational. The mapping of the 

relationship between data is attained through transfer of 

the relationship between the data. 

Transfer learning process uses pre-trained deep models, 

instead of developing a new deep architecture. Most of the TL 

models have shown better performance over diverse 

application domains. The main advantage of using TL models 

is reduction of training data and time. TL can be used in either 

of the two folds: i) feature extractor followed by a new 
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classifier ii) parameter tuning framework along with available 

modules. The significance of transfer learning relies on 

enhancing the learning task to prune the conditional 

probability 𝑃(
𝑦𝑡

𝑥𝑡). Transfer learning updates the knowledge on 

new domain ‘Dt’ using the learned weights on trained/source 

domain ‘Ds’. Squeezenet, Googlenet, VGG18, Alexnet, 

ResNet50 are the best examples of TL based models. The 

details of these models are enlisted in Table 1. 

 

Table 1. Details of the transfer models 

 

 

Steps involved in transfer learning are as follows: 

Step1: Preprocess the dataset images  

Step2: Modify the pre-trained layers and making it suitable 

for our problem. The learned SqueezeNet weights are 

transferred to the computer graphic image identification task. 

The output layer or classification layer is modified in 

accordance with the binary classification task. 

Step3: Derive the transfer features from the pre-trained 

models  

Step4: Choose the best model, save it and use it to classify 

the images 

 

3.2 Deep feature extraction using pre-trained CNN models 

 

3.2.1 AlexNet [12] 

The popularly known pre-trained model called AlexNet 

consists of eight layers. Among these, the first five layers do 

convolution process and remaining three layers are fully 

connected. As the network is trained for 1000 labels the output 

of the fully connected layer is followed by a 1000 way softmax 

layer. The useful techniques like ReLu and dropout are used 

in AlexNet. The input size of the network is 

227X227.Initialization of model parameters is the key factor 

to be considered for training the AlexNet. 

 

3.2.2 GoogleNet [13] 

GoogleNet proposed by google research, consists of 22 

layers and has shown improved performance over AlexNet. It 

differs from other architectures because it uses different kinds 

of modules namely 1X1 convolution, global average pooling 

and inception. The 1X1 convolution layer reduces the 

parameters which in turn increases the depth of the network. 

Instead of using fully convoluted Layer as AlexNet, it uses 

global average pooling for maintaining the trade-off between 

accuracy and number of parameters. In the inception module, 

convolution and max pooling are done parallel for both input 

and output. 

 

3.2.3 VGG-18 [14] 

VGG net was developed by Simonyan and Zisserman. It is 

a uniform architecture with 16 convolution layers. It consists 

of more filters and few 3X3 convolutions. It is the commonly 

used pre-trained models to extract the deep image features. 

The available weights of the VGG network are used as a 

baseline feature descriptor. Any how the huge parameters 

make it difficult to handle. One convolution layer and ReLu 

activation function is removed from VGG19 to get VGG18 

network. 

 

3.2.4 ResNet50 [27] 

ResNet50 is the successor of ResNet152 which consists of 

152 layers. ResNet50 is one of the pre-trained models with 50 

deep layers trained on more than one million images. Each 

block in the ResNet is two or three layers deep. Size of the 

input and first layer is 224 X 224 and 7 X7 respectively. The 

bottle neck layer follows the convolution windows of size 1X1, 

3X3, 1X1.  

 

3.2.5 SqueezeNet [28] 

SqueezeNet is tiny neural network architecture with 

optimized parameter adaptable for small memory and can be 

transmitted over network efficiently. SqueezeNet is an 18 

layer deep CNN designed to provide high degree of accuracy 

with minimum number of neural network layers. It consists of 

convolutional layer, max pooling layer, average pooling layer, 

fire layer and one output softmax layer. It achieves better 

accuracy then other Deep CNN architecture with fewer layers. 

SqueezeNet has a convolutional layer followed by eight fire 

layers and one convolutional layer at the end. Number of filters 

used in fire module is increased and after final convolutional 

layer max pooling will be performed by the SqueezeNet 

architecture. Figure 3 and Table 2 shows the squeezeNet 

architecture in detail. 

 

 
 

Figure 3. SqueezeNet model 

S. No Transfer Models # layers #Connections 

1 Squeezenet 68 75 

2 Googlenet 144 170 

3 VGG18 47 46 

4 Alexnet 25 24 

5 ResNet50 177 192 
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Table 2. Layer configuration of feature extractor 

 
Layer  Type  Output Size  

Input  - 227 X 227 X 3 

Conv 1 (Conv + ReLu) 113 X 113 X 64 

Pool 1 Max Pool  56 X 56 X 64 

Fire 2 (Squeeze + ReLu-Expand + ReLu-Concat) 56 X 56 X 16 

 (Expand + Relu)/2 56 X 56 X 64 

  56 X 56 X 128 

Fire 3  (Squeeze + ReLu-Expand + ReLu-Concat) 56 X 56 X 16 

 (Expand + Relu)/2 56 X 56 X 64 

  56 X 56 X 128 

Pool 3  Max Pool 28 X 28 X 128 

Fire 4 (Squeeze + ReLu-Expand + ReLu-Concat) 28 X 28 X 32 

 (Expand + Relu)/2 28 X 28 X 128 

  28 X 28 X 256 

Fire 5 (Squeeze + ReLu-Expand + ReLu-Concat) 28 X 28 X 32  

 (Expand + Relu)/2 56 X 56 X 128 

  56 X 56 X 256 

Pool 5 Max Pool 14 X 14 X 256 

Fire 6 (Squeeze + ReLu-Expand + ReLu-Concat) 14 X 14 X 48 

 (Expand + Relu)/2 14 X 14 X 192 

  14 X 14 X 384 

Fire 7 (Squeeze + ReLu-Expand + ReLu-Concat) 14 X 14 X 48 

 (Expand + Relu)/2 14 X 14 X 192 

  14 X 14 X 384 

Fire 8 (Squeeze + ReLu-Expand + ReLu-Concat) 14 X 14 X 64 

 (Expand + Relu)/2 14 X 14 X 256 

  14 X 14 X 512 

Fire 9 (Squeeze + ReLu-Expand + ReLu-Concat) 14 X 14 X 64 

 (Expand + Relu)/2 14 X 14 X 256 

  14 X 14 X 512 

Conv 10 (Conv + ReLu) 14 x 14 X 2 

Pool 10 Global average pool  1 X 1 X 2 

Output  Softmax 1 X 1 X 2 

 

 

4. RESULTS AND DISCUSSION 

 

As described in section 3, this work aims to select the best 

pre-trained model which is suitable for distinguishing CG 

images from PG images. To demonstrate the performance of 

the pre-trained models, 1000 CG and 1000 PG images are 

chosen from photo realistic [29] and Colombia University 

Dataset [30] respectively. All these images are RGB in nature. 

Further the details about the dataset are detailed in Table 3. 

The defined problem aims to classify the images into two viz, 

computer graphic and photographic images. The labels are 

{C1, C2} respectively. The cross entropy loss function is used 

to define the conditional probability distribution. It is given as, 

 

𝐻(𝑝, 𝑞) = − ∑ 𝑝(𝑥)𝑙𝑜𝑔𝑞(𝑥)

𝑥∈𝑋

 (1) 

 

where, 𝑝(𝑥) = {
1, 𝑖𝑓 𝑥 ∈ 𝐶1

0. 𝑖𝑓 𝑥 ∈ 𝐶2
. 

The effectiveness of the pre-trained models is analyzed 

using the evaluation metric called classification accuracy. The 

accuracy can be mathematically expressed as, 

 

𝑨 =
𝑻𝑵 + 𝑻𝑷

𝑻𝑵 + 𝑭𝑵 + 𝑻𝑷 + 𝑭𝑷
 (2) 

 

where, TP denotes the count of CG images classified as CG by 

TL, TN provides the number of PG images classified as PG by 

TL, FP represents the count of PG images classified as CG by 

TL, and FN gives the number of CG images classified as PG 

images by TL. The classification accuracy is verified in 

different ways by varying the folding ratio (training: 

validation) ratio as 70:30 and 80:20. Sample images chosen 

for training and validation of the TL models are shown in 

Figure 4. Also, the pre-trained models are evaluated using 

images with and without data augmentation. In this work data 

augmentation is carried out using image Data Agumenter 

object of MATLAB and different methods are used for 

augmentation such as rotation, horizontal and vertical scaling 

and translation. The training set contains the augmented data 

whereas the test set has only real images. The performance of 

the model was better using augmentation due to the large 

training data set compared to without augmentation. It is 

mandatory to evaluate the TL models under same baselines. 

Hence, the parameters of the TL models are set as.  

 

Table 3. Dataset details 

 
Class Category Characteristics 

1 PG House, living area, natural scenery, Human, 

fruits, flowers, animals, birds, car, buildings 

2 CG House, living room, insects, animals, birds, 

human, flowers, metals, car, sea, table, 

sculpture 

 

Follows: #Epochs=10, initial learning rate=0.001, 

validation frequency=5.TL is chosen in this work to reduce the 

time involved in developing a new architecture and training 

the images. 
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Table 4. Comparison of validation accuracy 

 

Models 
80:20 ratio 70:30 ratio 

No augmentation With augmentation No augmentation With augmentation 

SqueezeNet 90.42 93.75 89.58 91.25 

GoogleNet 88.75 90.625 88.33 90.42 

AlexNet 87.5 88.75 87.50 90.42 

Resnet50 86.25 86.25 85.42 85.42 

VGG18 83.125 84.375 83.33 86.25 

 

Table 5. Testing accuracy for SqueezeNet 

 

Models 
80:20 ratio 70:30 ratio 

No augmentation With augmentation No augmentation With augmentation 

SqueezeNet 90 93 89 91.25 

 

 
(a) Samples of training images for TL 

 
(b) Samples of validation images for TL 

 

Figure 4. Sample images 

 

 
(a) Folding ratio 70:30 

 
(b) Folding ratio 80:20 

 

Figure 5. Variation of accuracy and loss with number of 

epochs for Squeeze Net model 

 

The deep features for discriminating CG and PG images are 

extracted from the TL models like ResNet50, VGG16, 

AlexNet, GoogleNet and SqueezeNet available in 

MATLAB2021. The weights of these models were trained on 

huge dataset for large number of classes. The input layer, fully 

connected layer and the classification layer are fine tuned in 

predicting the class for the defined problem. Table 4 

enumerates the performance of different pre-trained models 

and it is observed that SqueezeNet model is much suitable for 

classifying CG images from PG images preferably for small 

scale dataset. The experimental results were reported based on 

four variation viz. with augmentation in input data, without 

augmentation in input data, folding ratio-70:30, 80:20. It is 

evident from Table 4 that CG/PC classification is working 

satisfactorily for the folding ratio 80:20 and achieved a good 

validation accuracy of 93.75% on SqueezeNet for augmented 

data. It is surprising to that ResNet50 doesn’t show any 

variation for augmentation in both folding ratio. 

After observing the performance of the SqueezeNet model, 

testing is performed on this model. The effectiveness of 

SqueezeNet is enumerated in Table 5. Table 5 reports that 

SqueezeNet model is working best when the data is augmented 

and the folding ratio is 80:20. Figure 5 shows the variation of 

accuracy and loss with number of epochs for SqueezeNet 

model for different folding ratio. 

As we are working on a small-scale dataset, it is also 

essential to compare the SqueezeNet model with machine 

learning classifier. The handcrafted feature used is 

independent component analysis which provides the sparse 

representation and the extracted feature is classified using 

support vector machine (SVM). Comparison of performance 

using SVM and SqueezeNet is shown in Figure 6. 

 

 
 

Figure 6. SVM Vs SqueezeNet 

 

 

5. CONCLUSION 

 

This paper has analyzed a method to distinguish CG and PG 

images using SqueezeNet model, which is not explored in the 

literature. Initially, the input layer, fully convoluted layer and 

classification layer of all the chosen pertained models were 

modified according to the desired problem. The best transfer 

learning approach was chosen by comparing validation 

accuracy among all pre-trained models. Later, it was evident 

that SqueezeNet outperforms other models with a validation 

accuracy of 93.75% and it was selected for testing the transfer 

learning approach in classification. A testing accuracy of 93% 
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was achieved by SqueezeNet with minimal training time and 

resource. 
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