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A novel Sobel edge detection accelerator based on reconfigurable architecture is proposed 

to solve the problem of low power-to-performance ratio of traditional Sobel edge detection 

algorithm in CPU processing. The accelerator adopts pixel level fine grain image data 

parallel processing and row buffer storage architecture to improve the processing efficiency 

of edge detection. At the same time, a reconfigurable architecture based on FPGA is built. 

Through experiments, it can be found that the acceleration effect of the edge detection 

accelerator on video data is superior to that of the CPU software. Compared with similar 

accelerators, the acceleration performance of the novel accelerators improves by 10%. The 

results show that the proposed edge detection accelerator can be used in embedded systems 

to provide edge detection processing capability with high performance power consumption 

ratio. 
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1. INTRODUCTION

The edge is the collection of all pixels in the image area 

where the gray level changes suddenly, containing a large 

number of effective parameters of the image. Image edge 

detection is usually used as a preprocessing step for image 

analysis and understanding, and the purpose of image 

segmentation is achieved by extracting the boundary lines of 

different regions. In the fields of image feature extraction, 

target recognition and tracking, image edge detection plays an 

important role. Edge detection methods can be divided into 

spatial domain detection and transform domain detection. The 

commonly used Robert, Prewit, LOG, Canny, Sobel and other 

algorithms all belong to spatial detection [1]. Among them, 

Robert and Prewit have low edge positioning accuracy. LOG 

operators cannot identify the direction of edges and are 

sensitive to noise. Canny operators have superior functions but 

are complex to implement [2]. It is difficult to use them in real-

time hardware systems. Although traditional Sobel algorithms 

need to manually specify detection thresholds, they have the 

advantages of simple detection principle and easy hardware 

implementation. 

With the increasing complexity of the algorithm and the 

amount of data, the reconfigurable system based on FPGA 

uses a reconfigurable structure to implement the edge 

detection algorithm [3], which can meet the requirements of 

big data, high speed and high stability. And the 

implementation of Sobel edge detection algorithm with 

reconfigurable system can improve the processing speed [4], 

so that the operation of Sobel algorithm is no longer the 

bottleneck of the whole system efficiency, and the algorithm 

can be applied to the local computing environment with high 

real-time requirements. In addition, in some applications with 

high security and confidentiality, such as radar monitoring [5] 

and remote sensing identification [6], the application of 

reconfigurable architecture to build special embedded chips 

can also improve system security and reduce system power 

consumption. 

Therefore, in recent years, a lot of related work has been 

devoted to the research of edge detection accelerator based on 

reconfigurable architecture. Menaka et al. [7-10] designed a 

high-speed and low-power edge detection accelerator. 

However, during system verification, some images are stored 

in memory in advance, others are transferred from the upper 

computer to the system for edge extraction, and some do not 

use actual images. At the same time, the detection only aims 

at the image without optimizing the video. In addition, in order 

to effectively implement edge detection, the algorithm 

becomes more and more complex, which is a huge challenge 

to the edge detection accelerator with reconfigurable 

architecture. Jiang et al. [11-15] put forward sequence stream 

processor and pipeline processing method to build the edge 

detection accelerator based on reconfigurable architecture 

with the purpose of simplifying computing components and 

improving parallelism, and achieved certain results. However, 

these systems did not optimize the architecture for video 

streams, nor did they consider the parallel acceleration of 

memory in the reconfigurable architecture, but only achieved 

processing efficiency by improving the performance of 

computing components. 

In the method proposed in this paper, firstly, RGB video 

frame data is converted into gray scale. Then, according to the 

characteristics of video frame data and Sobel algorithm, the 

image is parallelized with pixel level fine granularity. And 

according to the characteristics of pixel level fine granularity 

data, the row buffer storage architecture is designed. Finally, 

Sobel edge detection accelerator based on reconfigurable 

architecture is designed to accelerate the processing capability 

of edge detection. 

2. SOBEL ALGORITHM

The common method for edge detection is image gradient 
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value detection, which uses discrete differential operators to 

calculate the approximate gradient of pixel gray level for the 

pixel points in the image edge area. The greater the gradient 

value is, the higher the possibility of edge is. This algorithm is 

called gradient calculation method, also known as Sobel 

algorithm. For a digital image, the gradient vector at a pixel 

point can represent that the directional derivative at the point 

gets the maximum value along the direction, as shown in 

Formula (1), that is, the image changes fastest along the 

gradient direction at the point, that is, the so-called edge. The 

gradient is the sum of X direction (horizontal) and Y direction 

(vertical), and the continuous form of X direction of gradient 

at a point is shown in Eq. (2). The same is true for the Y 

direction. In the discrete system, the differential is 

approximated by subtracting the previous result from the 

current one. 
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The core of Sobel algorithm is two 3*3 anisotropic gradient 

matrices: X and Y, namely Sobel operator. X is used to 

calculate the horizontal gradient and Y is used to calculate the 

vertical gradient, as shown in Figure 1 and Figure 2. The 

matrix is obtained by weighting the gradient in four directions 

including horizontal, vertical and two diagonals [5]. 

Sobel algorithm conducts convolution operation between 

image pixel value and Sobel operator [16], and obtains the 

gradient value of image gray level using difference calculation 

method. According to the gradient value, it can be judged 

whether the pixel point is a boundary. The operator in X 

direction and Y direction is convolved with the matrix to 

obtain the corresponding result, and then the gradient value is 

obtained through the gradient calculation formula of the image 

gray function. Finally, the edge information is determined by 

the threshold operation. It is assumed that A is the 3*3 gray 

matrix of the image to be detected. Let the X direction and Y 

direction operators conduct convolution operation with A 

matrix, and the results obtained are represented by Gx and Gy, 

as shown in the following Eqns. (3) and (4). 
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According to the gradient templates (a) and (b) in Figure 2, 

they are convolved with the pixels of the image, and the 

formula is as follows: 

 

G ( 1 2* 2 3) ( 7 2* 8 9)x z z z z z z= + + − + +  (5) 

 

G ( 3 2* 6 9) ( 1 2* 4 7)y z z z z z z= + + − + +  (6) 

 

Then the gradient value is obtained through the gradient 

calculation formula of the image gray function. The total 

gradient 𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2 , which is actually simplified to the 

absolute value form |𝐺| = |𝐺𝑥| + |𝐺𝑦| , and the gradient 

direction 𝜃 = arctan
𝐺𝑦

𝐺𝑥
. According to the θ value, the 

direction angle of the gradient change of the pixel point is 

obtained, so as to determine the position of the next boundary 

pixel point. The threshold operation can be used to determine 

the edge information. Assuming that the threshold value is M, 

if it is greater than M, the pixel is a boundary value. If it is less 

than M, it is not a boundary value. Because Sobel operator 

weights the influence of pixel position, it can lower down the 

degree of edge blur, and has better detection effect than the 

traditional Prewitt operator and Roberts operator. 

 

 
 

Figure 1. 3*3 Area 

 

 
 

Figure 2. Sobel operator horizontal and vertical gradient 

template 

 

 

3. IMPLEMENTATION OF EDGE DETECTION 

ACCELERATOR BASED ON SOBEL 

 

3.1 Overall implementation scheme of Sobel algorithm 

 

As shown in Figure 3, Sobel algorithm is optimized in this 

paper, which is suitable for accelerator implementation 

through hardware. First, the received 24 bit RGB format data 

information of each pixel is converted into 8-bit gray image, 

and the gray images are stored in Cache. At the same time, 

according to the properties of two-dimensional convolution, 

the convolution window is slid to accumulate the index values 

below the current row. The offset value of the convolution 

window relative to the initial position is calculated when 

convolving the 3*3 convolution window and the image in the 

cache region. After the matrix multiplication is completed by 

multiplying the convolution kernel and image matrix, whether 

the index values of the current row and column of the pixel are 

greater than or equal to 2 can be judged. The judgment of the 

index value is used to carry out the zero filling processing to 

ensure that the output image pixel is consistent with that of the 

source image, and other data are sent into the subfunction of 

the operation window to sum the multiplication result window. 

The accelerator decomposes two-dimensional discrete 

convolution into matrix multiplication and window 
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summation. The two-dimensional discrete convolution 

formula is shown in Formula (7), where f [x, y] refers to the 

image matrix and g [x, y] refers to the operator matrix. 
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3.2 Pixel level fine grain image parallel data processing 

 

The original data of the accelerator is the video picture 

captured by the camera in real time. Each frame of the video 

is an image. When the video image processing is implemented, 

different granularity of processing interval can be adopted for 

images to achieve different computing power. For an image or 

a frame of a video, there are three different processing 

granularities: from small to large, pixel level, block level, and 

frame level. In order to achieve the optimal efficiency of 

accelerator and the simplest design, the advantages and 

disadvantages of each processing granularity are discussed and 

the processing granularity is determined. In a video, a static 

image is a frame, and several static images form a video. 

Frame level processing is to read a whole picture or a frame of  

video into memory at one time for overall calculation. Block 

level processing refers to that a frame of video or an image can 

be divided into several blocks, one image block is calculated 

each time, and the whole image is finally processed. Pixel is 

the basic unit of the image, and the pixel level processing is to 

read in each pixel at one time and process them in turn. 

The processing granularity in the code of traditional 

software implementation algorithm is frame level processing, 

which has two problems: first, low efficiency and high 

resource consumption appear. When a frame of video image is 

processed, the whole image needs to be read into the memory 

and then calculated. The resources in the reconfigurable 

hardware are very limited. When the amount of data is large, 

the image stored in the memory consumes resources. In 

addition, the calculation is not performed until a whole image 

is read in, causing low efficiency. In fact, when the image is 

read in a small part, the calculation can be performed to reduce 

the waiting time. Second, the simultaneous design of signal is 

complex. 

 
 

Figure 3. Sobel algorithm implementation flowchart 
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As shown in Figure 4, all video frames have three areas: 

vertical blanking area, horizontal blanking area and active 

video area. The converting of optical signals to electrical 

signals starts from the upper left corner and moves 

horizontally forward. At the same time, the scanning point 

moves downward at a certain rate. When the scanning point 

reaches the far right, it quickly returns to the left, generating a 

horizontal blanking area in the process gap. After scanning an 

image, the scanning point returns to the upper left corner from 

the lower right corner of the image to start scanning the next 

frame. This time interval generates a vertical blanking area 

[17]. Therefore, when processing a frame of a video image, it 

is necessary to avoid the horizontal and vertical blanking areas. 

When it is in the active area, it is necessary to carry out the 

algorithm operation of edge extraction, which is more complex. 

Such processing leads to the need to increase the processing of 

synchronization signals, the addition of which will lead to the 

upper design. 
 

 
Figure 4. Video frame area 

 

Using block level processing granularity, we need to 

consider the image blocking strategy. Since Sobel operator is 

a 3*3 area, we can define the hardware only for gradient 

calculation part, that is, gradient operator only acts on a 3*3 

area and does not process the whole image. If hardware 

modules are created in this way, additional hardware modules 

are required. Before calculation, an image is divided into 

several small windows in the size of 3*3, and additional 

modules are added, which increases the difficulty of system 

design and debugging. It can also be considered to divide a 

row into a module to process data in one row at a time to 

reduce processor interaction. However, Sobel operator needs 

multiple rows of data for edge extraction, and complex control 

mechanism synchronization signals need to be designed to 

synchronize multiple rows of data. 

To sum up, this paper adopts pixel level fine-grained image 

data processing, which is suitable for large-scale image 

processing, saves storage space, simplifies synchronization 

mechanism, and improves the efficiency of edge detection. 

In the design of the accelerator, the receiver converts the 

RGB24 format image into 8-bit gray-scale image. The gray-

scale conversion is to facilitate the design of cache, reduce the 

amount of computation, and facilitate circuit integration. A 

parallel pipelining storage system is designed to accelerate the 

algorithm of architecture. The gray-scale conversion process 

is shown in Formula (8). RGB is the 8bit value of the red, 

green and blue components of the RGB 24 format. 

 

0.229 0.587 0.114Y R G B= + +  (8) 

 

3.3 Row buffer storage architecture 

 

The 9 pixels required by Sobel algorithm for a calculation 

are not in the same line. As shown in the left one of Figure 5, 

when calculating the gradient value of F point, it is necessary 

to read all the data in the row of A and E pixel points, as well 

as the data in the row of I pixel point to K pixel point. The row 

buffer can provide simultaneous access to multiple different 

lines in a clock cycle. Therefore, the line buffer is required to 

provide a cache of multiline pixels. In addition, since Sobel 

operator is a 3*3 data area, a 3*3 sliding window is required 

to cache the data that needs to be convolved with Sobel, in 

addition to a row buffer for caching 3 rows of data. 

As shown in Figure 5, this paper designs a row buffer 

storage architecture that can buffer three rows of pixels. The 

length is the width of the original image. The row buffer can 

store three rows of complete data of the original image. First, 

the pixels of ROW0 line in the original image enter ROW2 

line of the line buffer in turn for caching. Since ROW0 line is 

the boundary line of the image, it will not be calculated with 

Sobel calculation, but will directly process the boundary 

gradient and directly assign the gradient value. After the 

ROW2 area of the line buffer is filled, move up to the ROW1 

line of the line buffer, and the pixels of the original image 

ROW1 line enter the ROW2 line of the line buffer in turn. 

Since ROW1 line of the original image is a sub boundary line, 

it will not be operated with Sobel operator, but directly enters 

into boundary gradient processing and directly assigns 

gradient values. The data of ROW1 and ROW2 in the row 

buffer are moved up into ROW0 and ROW1 rows. Pixels of 

ROW2 row in the original image are stored in ROW2 row of 

the row buffer in turn. When the three rows of the row buffer 

are full, the row buffer enters the sliding window in sequence 

according to COL0, COL1... COLn columns. Finally, as 

shown in Figure 6, the pixel in the sliding window is 

convolved with Sobel operator to obtain the result. 

 
 

Figure 5. Line cache storage structure 
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Figure 6. Sliding window and Sobel operator convolution 

 

After all the pixels in ROW0, ROW1, and ROW2 lines of 

the line buffer are processed, the line buffer moves the pixels 

upward, discarding the pixels in ROW0 line, moving the pixels 

in ROW2 line into ROW1 line, moving the pixels in ROW1 

line into ROW0 line, and the data in ROW3 line of the original 

image will be successively cached in ROW2 line of the line 

buffer. And the rest is done in the same manner, until the whole 

image is processed. 

 

 

4. RESULTS AND ANALYSIS  

 

4.1 Validation test platform  

 

The verification test platform is mainly based on Zynq-7000, 

which is internally equipped with an ARM Cortex-A9 

processor and FPGA [7]. Its peripheral hardware mainly 

consists of HDMI interface, 7-inch IPS screen and keyboard. 

The verification test platform has PS, PL and other peripheral 

interfaces, such as Ethernet, HDMI, GPIO, USB, UART, etc. 

The specific architecture of the verification test platform is 

shown in Figure 7. The Zynq based SOC is divided into PS 

end and PL end. The PS end of the system is responsible for 

image acquisition, the PL end is responsible for video image 

processing and display, and the AXI protocol is used for data 

transmission at PL and PS ends. The PL end is equipped with 

FPGA, Sobel accelerator is implemented on FPGA, and 

VDMA is the video transmission module in Zynq. After the 

PS end of the verification test platform conducts video capture, 

the video stream is directly sent to the image processing 

module at the PL end through the pin for image processing. 

The overall architecture is simple and easy to implement. 

 

Test process 

The input test data is the real-time video data stream 

captured by the camera. Based on the verification test platform, 

Sobel algorithm can be smoothly run under 1024 * 768 (60fps) 

video input. The effect of Sobel edge extraction is shown in 

Figure 8, where (a) is one frame of the original video image, 

and (b) is the result of edge extraction. The system has good 

real-time performance when using hardware to accelerate 

processing with Sobel algorithm, and video images do not 

suffer from jamming and tearing. 

 
Figure 7. Test and verification platform 

 

 
Figure 8. Sobel edge detection results 

 

4.2 Comparative experiment and analysis 

 

The efficiency of video image edge extraction is measured 

by the time of a frame processing. The shorter the time is, the 

higher the efficiency of edge processing is. In order to obtain 

more comprehensive results, this paper uses images with 

different resolutions to verify one by one. The horizontal 

comparison of Sobel edge extraction efficiency by using 

hardware means that the time taken by FPGA-based edge 

detection systems in different papers to detect images is 

compared with that of this system. The results are shown in 

Table 1. 

The image edge detection systems are all based on static 

images [18], and the processing time is calculated according 

to the processing time of an image, while Monson et al. [19] 

directly used FPGA to process video stream data without the 

help of a processor. Taslimiet et al. [20] and Jiang et al. [21] 

enhanced the processing capacity by improving the computing 

components. However, Kumar et al. [22] uses a low efficiency 

FPGA, so its processing capacity is relatively poor. 

At the same time, through the analysis of experimental 

results, we can see that the FPS of each method has been more 

than 30, which meets the real-time requirements of the human 

eye, and is one order of magnitude higher than the human eye 

in terms of real-time requirements. This means that the three 

algorithms all meet the video post-processing flow and the 

characteristics of non-jamming. It can be seen that although 

the architecture of each accelerator is different, this article still 

has certain advantages in processing time. 
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In addition, this paper also compares the performance of 

hardware and software in processing different pixel images, as 

shown in Table 2. The software is based on Intel i5-6300HQ 

processor. 

It can be seen that the efficiency of the reconfigurable 

accelerator for edge detection is much higher than that of the 

software. With the increase of image pixels, the time growth 

rate of the software for edge detection is more obvious than 

that of the hardware for edge detection. That is to say, with the 

increase of image pixels, the FPGA-based acceleration effect 

is more significant. High-performance CPU can achieve the 

same performance as reconfigurable accelerator [23], but the 

power consumption of CPU is 6 times that of FPGA. The GPU 

is selected as the processing unit and the edge detection 

accelerator is designed. Although the processing capacity is 

slightly higher than that of CPU and FPGA, the power 

consumption is higher than that of CPU [24, 25]. This further 

shows that the role of the high-performance CPU or GPU in 

enhancing the system performance is limited even though they 

continue to improve their performance or add more multi-

cores, while the reconfigurable accelerator based on FPGA is 

an ideal choice for accelerating embedded graphics and image 

processing, which can meet the stringent requirements of 

power consumption and resources. 

 

Table 1. FPGA based edge detection accelerator comparison 

 
Papers FPGA Resolution Time(ms) 

[18] Xilinx Virtex-5 640*480 6.41 

[19] Xilinx Virtex-7 640*480 2.58 

[20] Xilinx Virtex-6 512*512 2.2 

[21] Xilinx Virtex-5 512*512 2.62 

[22] Xilinx xc7z020-1clg484 320*320 80.47 

This paper Zynq 7000 640*480 2.03 

 

Table 2. Hardware and software edge detection comparison 

 
Resolution Hardware(ms) Software(ms) Acceleration ratio 

640*480 2.0 12.2 6.1 

1280*720 8.2 58.7 7.2 

 

 

5. SUMMARY 

 

In this paper, a novel Sobel edge detection accelerator based 

on reconfigurable architecture is designed. The accelerator 

uses pixel level fine grain image parallel data processing and 

row buffer storage architecture to improve the processing 

ability of the accelerator. Video streams with different 

resolutions are input, and Sobel edge detection contrast 

experiments are carried out through software and hardware, 

respectively, to verify the acceleration effect of the accelerator 

proposed in this paper. At the same time, comparing the 

accelerator with other similar accelerators, it can be seen that 

the accelerator proposed in this paper has more acceleration 

advantages than similar accelerators, and can improve the 

processing efficiency by 10%. 
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