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 Buildings expand and contract in response to their environment, which results in cracks in 

the structure. This can pose a serious threat to the people who use it, and these movements 

are frequently too small to be observed, and thus go unnoticed. Cracks can be caused by a 

variety of factors, including defects in the construction process, ground movement, 

foundation failure, and decay of the building fabric. If a structure is unable to accommodate 

this movement, cracking is likely to occur, posing a serious risk to the building's structural 

integrity. Only after cracks are identified can they be treated, and existing manual methods 

of sketching the crack patterns are highly subjective to the person performing the analysis, 

are frequently constrained by high costs, equipment and tool availability, and are extremely 

time consuming. In this paper, 40,000 images divided into two and categorized into positive 

and negative cracks are used as input and the presence of cracks is detected using a deep 

learning technique. The following crack types are included in the experimentation: hairline, 

stepped, vertical, and horizontal. In comparison to conventional image processing and other 

deep learning-based techniques, the proposed Convolutional Neural Network (CNN) 

achieves significantly higher accuracy than the Recurrent Neural Network (RNN). This 

paper’s objective is to create a model which can detect the cracks through deep learning 

methodology, and this will be the innovative region in crack detection using neural net 

framework. 
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1. INTRODUCTION 

 

A crack is a line on the surface of something (in this case, a 

concrete structure) that has split but has not yet broken apart. 

Cracks erode the building's security, durability, and ultimately 

result in the building's destruction [1-3]. Hairline, stepped, 

vertical, and horizontal cracks all have their own unique effect 

on the structure in question and can occur as a result of a 

variety of factors such as drought, a weak foundation, an 

uneven load distribution, ground movement, structure 

deformation under load, and expansion or contraction of the 

underlying material. Specifically for buildings, cracks allow 

dangerous and destructive elements to penetrate the structure, 

degrading its reliability [4, 5]. 

Though there are numerous ways to repair cracks once they 

are found, timely identification of cracks poses a significant 

challenge. The majority of cracks are identified manually, 

which requires additional labour in terms of manpower and 

cost. Human work is never entirely accurate, as humans 

frequently overlook or misjudge cracks that are necessary for 

proper building maintenance [6]. 

In the age of computing, it is extremely crucial to automate 

the process in order to obtain an accurate analysis of the 

detection of various cracks, and the literature contains a 

variety of methods ranging from simple image processing to 

complex Deep Learnt Models. With accuracy as the criterion, 

a variety of neural-net models are explored in order to provide 

an accurate method of identifying the various types of cracks. 

Damage detection algorithms have been developed using 

computer vision [7, 8]. Deep Convolutional Neural Networks 

(DCNN) are one of the most dependable deep learning 

technologies [9, 10]. The potential causes of cracks like 

temperature, moisture and other durability behavior in 

concrete structures are also considered and play a significant 

role in determining the size of damage detected using CNN 

[11]. Some researchers have proposed alternative methods, 

such as RNN, while many deep learning (DL) models, 

including CNN, use larger datasets to improve their results. 

Improving the performance of DL classification by enhancing 

the pertinent characteristics and removing redundant data [12, 

13]. 

Numerous researchers in the field of concrete crack 

detection classify image patches using Convolutional Neural 

Networks (CNN) to determine the approximate location of 

cracks. Certain researchers use the CNN model to regress the 

crack bounding boxes. Additionally, some researchers view 

concrete crack detection as a semantic segmentation task, 

requiring the classification of pixel points in order to 

determine the location of cracks. 

 

 

2. RESEARCH SIGNIFICANCE 

 

This research seeks to develop a model capable of detecting 

cracks via the deep learning methodology; this will be an 

innovative area of crack detection utilising the neural network 

framework. As input, over 40,000 images of cracks (20,000 

positive and 20,000 negative) are utilised, and the presence of 

cracks is detected using a deep learning technique. 
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3. LITERATURE SURVEY 

 

The current state of art proposes various analytical methods 

to solve the problem and below are few standard works driven 

in the direction using the techniques of image analysis and 

processing attached with intelligence to solve in an effective 

way. 

External crack identification and examination using image 

processing techniques are extremely beneficial in 

supplementing traditional methods of structure examination 

[14]. The literatures [14-17] demonstrated how image 

processing techniques were used to detect and evaluate cracks 

in buildings using pictorial representations. Restoration of 

buildings can be accomplished using these data and a greater 

understanding of the cracks [18]. When compared to other 

image processing methods, image binarization [19, 20] is the 

most appropriate method for crack identification due to the 

unique lines and curves found in cracks [5, 21, 22]. The Otsu 

algorithm is the most frequently used method because it takes 

image quality, background surface characteristics, and 

associated parameters into account [14, 23]. Numerous factors 

affect real-world images, including low contrast at the time the 

image is taken, changing illumination, noises, and wall 

imperfections [15]. As a result, it is necessary to improve or 

modify the standard Otsu method for image binarization [24]. 

Additionally, there are many other techniques that utilise 

ultrasounds [25-27], X-rays [28], and Eddy Current (EC) [29]. 

These papers reconstructed images into 3D (three-dimensional) 

space [30, 31]. These methods were effective only when the 

buildings were directly in contact with the concrete surface. 

Cai et al. [32] used images captured with an image 

acquisition system at high magnification, a 2D (two-

dimensional) electric cradle, and a laser ranging device that 

worked in unison to mark the cracks in its observing 

coordinate system, which was further mapped to observed 

coordinates, allowing for the spatial location of measured 

cracks to be determined regardless of device positioning. It 

was reported that system worked within an average of 

approximately 16 seconds, with a maximum deviation of 0.07° 

of crack located. This is extremely convenient if the devices 

and tools are readily available; however, the test time of 16s 

was on the longer side. 

Liu et al. [33] used multi-scale enhancement and developed 

visual features to detect cracks. To overcome the limitations 

of low contrast, a multi-scale enhancement method based on 

guided filter and gradient information was used first, followed 

by adaptive thresholding algorithms to obtain a binary image. 

Cracks were then purified using a combination of 

morphological processing and visual features. It is 

demonstrated that the experimental results of various images 

of real concrete surfaces are validated by the developed 

technique, where the average TPR reached to 94.22 percent. 

To address the issue of real-time crack detection on concrete 

bridge bottoms, an image processing method was proposed by 

Tong et al. [34]. The crack's width, depth, and morphology 

were constrained by the image's pixel intensity distribution. To 

perform the estimation, the image was converted to 16-bit gray 

scale and then a mathematical relationship between the 

intensity distribution and the depth and width of the enhanced 

image was derived [35]. 
 

 

4. PRESENT PROPOSED STUDY 
 

The current study proposes to use Machine Learning (ML) 

algorithms to detect cracks. As ML techniques improve 

accuracy and deep learning techniques are an even more 

powerful tool, the proposed method uses deep neural nets to 

identify cracks. The system is trained on a variety of images to 

recognise various types of cracks, and in this paper, various 

types of cracks are considered, including hairline, stepped, 

horizontal, and vertical cracks. The proposed layer-wise 

approach to crack detection is illustrated in Figure 1. 
 

 
 

Figure 1. Layer wise approach of the crack detection 

 

4.1 Neural networks 

 

Neural networks are utilised for training and capturing the 

dataset's characteristics. A neural network is a network of 

neurons that emits a positive or negative signal in response to 

inputs, weights, and biases. The learning phase is concerned 

with determining the weights and biases of the neural network, 

using the architecture of the network as a hyper-parameter. A 

neural network consists of a collection of neurons 

interconnected in a variety of ways to create a miniature model 

of the brain with an input layer, several hidden intermediate 

layers, and an output layer where the decision is given as a 

result. 

The neural network consists of a loss function to measure 

how well a prediction model performs in terms of its ability to 

predict the expected outcome, an error function to correct its 

mistake, and a backpropagation algorithm to propagate the 

error measured. 

Neural networks are notoriously known for their 

capabilities of overfitting and in order to overcome the issue, 

we have designed system architecture. The considered dataset 

[36] is expanded from given set, by applying standard image 

transformations like scaling, skewing, rotations in order to 

avoid overfitting. 

 

4.2 Convolutional Neural Network 

 

A convolutional neural network is specifically designed to 

work with images to extract their features. Convolutional 

neural networks leverage the fact that the input consists of 

images and constrain the architecture in a more intelligent 

manner. In particular, unlike a typical Neural Network, the 

layers of a ConvNet are composed of neurons arranged in three 

dimensions: width, height, and depth (color dimension) [37]. 

As depicted in Figure 2, the neural network, given an n-

dimensional image (three dimensions in the case of an RGB 

image), attempts to extract a few features, sending them to the 

next level while retaining the maximum amount of 

information in minimal form, before flattening everything out 

in the final level and applying the final transformation to 

obtain the final decision output. 
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Figure 2. CNN architecture 

 

In the design of the proposed system, two distinct activation 

functions are employed: relu for the hidden layer and sigmoid 

for the output layer. Binary cross-entropy is used as the loss 

function, and adam is employed as the optimizer. The 

conventional back propagation algorithm with a single hidden 

layer is used to learn the dataset. 

 

4.3 Recurrent Neural Network 

 

A recurrent neural network (RNN) is a type of neural 

network that displays dynamic temporal behaviour for a time 

sequence. In contrast to feedforward neural networks, RNNs 

can utilise their internal state (memory) to process sequences 

of inputs, resulting in a more accurate approximation of the 

neuron's understanding of the information it is meant to 

process. It is useful for handwriting and speech recognition. 

The RNN principle is utilised in crack detection [38]. 

 

 
 

Figure 3. RNN architecture 

 

The representation of the recurrent neural network is shown 

in Figure 3. Each node at a given time step receives an input 

from the preceding node, which can be represented by a 

feedback loop. At each time step, an input x_i and a_i-1 (the 

output of the previous node) are retrieved and processed. The 

result h_i is generated. This output is collected and passed to 

the following node. This procedure is repeated until all time 

steps have been evaluated. 

Let at represent the output from previous node 

 

𝑎𝑡 = 𝑓(ℎ𝑡−1, 𝑥𝑡) 

𝑔(𝑥) = tanh 𝑥 

𝑎𝑡 = 𝑔(𝑊ℎℎ . ℎ𝑡−1 + 𝑊𝑥ℎ . 𝑥𝑡) 

𝑎𝑡 = 𝑡𝑎𝑛ℎ 𝑊ℎℎ. ℎ𝑡−1 + 𝑊𝑥ℎ. 𝑥𝑡  

ℎ𝑡 = 𝑊ℎ𝑦 . 𝑎𝑡 

 

In recurrent neural networks, backpropagation occurs in the 

opposite direction of the arrows depicted in Figure 3. As with 

other back propagation methods, a loss function is evaluated 

and gradients are obtained to update the weight parameters. 

The fact that backpropagation in RNNs occurs from right to 

left is an intriguing aspect. This is known as backpropagation 

through time because the parameters are updated from the final 

time steps to the initial time steps. 

Two distinct activation functions, relu for the hidden layer 

and sigmoid for the output layer, are used in the design of the 

proposed system. Mean-squared is substituted for the error 

function, and Adam is used as the optimizer. To learn the 

dataset, the standard back propagation algorithm with a single 

long term short memory layer and a single hidden layer is 

applied. 

 

 

5. ABOUT THE DATASET 

 

The data set includes images of concrete with cracks. 

Various METU Campus Buildings serve as collection points 

for the data. The dataset is separated into negative and positive 

crack images for classification purposes. Each class contains 

20,000 images, for a total of 40,000 images with 227 x 227-

pixel dimensions and RGB channels. The dataset is comprised 

of 458 high-resolution (4032x3024 pixel) images generated 

using the method proposed by Zhang et al. In terms of surface 

finish and lighting conditions, high-resolution images exhibit 

variation. No data enhancement in the form of random rotation 

or flipping is applied [39]. The size of the data set is 

maintained with higher image counts and high resolution data 

set, so that any noise shall be avoided, also, to get more precise 

model through deep convolutional neural net, such high grade 

data set are mandatory. 

 

 

6. PERFORMANCE ANALYSIS 

 

CNN is the only type of neural network that provides 

extremely high prediction levels and requires very little 

computational power, whereas RNN is incapable of achieving 

high prediction levels when different neural network 

techniques are applied to achieve the best possible prediction 

level. Consequently, if the results are observed carefully, RNN 

attempts to overfit the entire dataset and fails miserably by 

achieving test accuracy of only 50 percent, whereas CNN 

achieves test and train accuracies that are equivalent. For the 

dataset, it can be inferred that CNN has an accuracy of 400 

misclassified images out of 40,000, of which 350 are from the 

training side and 50 are from the testing side [39-42]. Table 1 

depicts the performance of the proposed work in training, 

testing, and prediction. 

 

Table 1. Performance analysis of CNN and RNN 

 
Accuracy CNN RNN 

Training dataset 99% 100% 

Testing dataset 99% 50% 

Prediction results 99% 45% 

 

The following Figures 4 shows the results of various types 

of cracks namely hairline, Stepped, horizontal respectively. 

 

 
 

a) Hairline crack 

 

b)Stepped crack 

 

c) Horizontal crack 

 

Figure 4. Types of cracks and their detected outcomes 
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7. COMPARATIVE ANALYSIS 

 

Figure 5 compares the outcomes of RNN and CNN. The 

results indicate that the training sets of both RNN and CNN 

perform identically, whereas there is a significant difference 

between the Test Sets. CNN has a 100 percent success rate on 

the Test set, whereas RNN has only a 45 percent success rate; 

therefore, CNN influences the RNN model and lowers its 

performance level. The comparative analysis reveals that CNN 

is the preferred model for this research. Finally, the prediction 

results demonstrate that CNN is twice as effective as RNN, 

making CNN the successful crack detection model identified 

by this study. 

 

 
 

Figure 5. Comparative results of RNN and CNN 

 

 

8. CONCLUSION 

 

This study focused on and implemented a model based on 

computerised machine learning techniques for detecting 

surface cracks in concrete. Taking into account the 

aforementioned results, the performed analysis of experiments 

demonstrated that the use of smaller datasets from 

conventional neural networks was appropriate. However, the 

developed trained model was limited to binary classification. 

From a practical vantage point, AI is an essential path that is 

identified as computerised review of concrete structures, 

where the training knowledge reflects the same developed 

model. In contrast, it demonstrates that human expertise is 

more necessary to develop and select the appropriate 

examination tool. As a result, models of machine learning 

tools are likely to be initially deployed to aid human experts in 

conducting productive examinations in a secure and expedient 

manner. Consequently, this facilitates the creation of new 

opportunities for enhanced infrastructure asset management 

by enabling periodic damage assessment and structural 

monitoring. 

This study concludes that for structural crack detection 

through a limited source of available images, the convolution 

neural net model performs well and detects the crack with 99 

percent accuracy, whereas the recurrent neural net model 

detects the cracks with only 50 percent accuracy. The study 

can further be extended into its application form, on 

autonomous crack detection system, through this accuracy. 

Also, as the high accuracy has been achieved in this study, 

there lies further opportunities in using this model in drones 

for supervised structural monitoring system. 
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