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Identifying affected cancer cells in women’s breasts is mammogram, which is the major 

issue in the field of medicine all over the world. In order to raise the endurance of patients, 

it is most essential to identify the issue as early as possible. It also helps them to inflate the 

different options for treatment. With the new dramatic development in computation, 

machine learning made a revolution with dataset includes huge volume of breast images 

which could assist in recognizing malignant tumor with better diagnostics. Digital 

mammography images are taken, in that the x-ray images are read and stored in computer 

such that data can be easily enhanced and classified for further action. A novel approach is 

proposed in this paper to diagnose cancer affected cells with a good accuracy rate. 

Classification of mammogram with hybrid model includes feature extraction, various kinds 

of features are extorted from the intensity mammogram. A Particle Swarm Optimization 

optimizer is used in this paper which selects the features, and kernel-based Support Vector 

Machine classifier classifies the cancer lump from the taken mammogram metaphors. The 

exactness of a specific model can be assessed by the level of right forecasts made by the 

model. 
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1. INTRODUCTION

In women, the majority of recurrent sort of disease is breast 

cancer. Also, it leads to a high risk of deaths in middle-aged 

and elderly women, particularly in countries of western world 

[1]. In Middle East countries, at least one out of every eight 

women is expected to develop this type of cancer at some point 

in their lives [2-4]. In the year 2012, around 14.1 million breast 

cancer patients were diagnosed in and around the world. With 

8.2 million women dying as a result of the disease [2-4]. Early 

breast cancer detection and characterization has the potential 

to significantly improve treatment options and patient survival 

rate. 

In women, Adenocarcinoma (another name for breast 

cancer) is the second highest origin of bereavement. This is 

second chance of high-risk disease compared with skin and 

lung carcinoma in terms of fatalities. Nowadays, though we 

have lots of awareness, still we lag behind in identifying 

symptoms and causes of carcinoma. Of course, preventive 

measures and remedies are very less [4]. As a result, early 

detection is the most effective mode to develop the prediction 

of breast cancer. Mammograms are taken at as early as 

possible to detect the presence of tumor even in early stage. 

Using mammography technique enables us to detect invasive, 

non-invasive and non-palpable tumors. Almost all 

medical/diagnostic centers, however, are currently struggling 

to analyze the increasing volume of mammograms. Computer 

Aided Diagnosis (CAD) is more popular in diagnosing 

suspicious tumors in women’s breasts with good results in 

terms of improved precision and accuracy [5-9]. 

In general, CAD systems aim to increase the likelihood of 

detecting and evaluating proper lesions [2-4]. The most 

important work in the image processing is to identify a group 

of significant attributes of images which are capable of 

distinguishing between normal and abnormal mammograms. 

Medical images are complicated while processing because of 

their low quality in contrast and noise with high threat of noise 

[10]. Breast cancer can be detected using a variety of methods 

such as Magnetic Resonance Imaging (MRI), biopsy, and X-

ray mammograms. For detecting Adenocarcinoma in its 

nascent stage as accurate as possible is only by obtaining X-

ray mammography images. Radiologists, on the other hand, 

find it extremely difficult to specifically evaluate the large 

quantity of mammograms produced in prevalent selection 

during a screening mammographic examination.  

By this screening procedure, there is high chance of 

classifying normal cells as cancerous; also, abnormal cells as 

non-cancerous. Therefore, it directly affects the classification 

accuracy. From research it is identified that 12% to 35% of 

patients with cancerous cells are missed because of this 

misclassification during the screening procedure by the 

radiologists [11]. In this situation, in order to perform and 

obtain accurate classification and screening procedure, 

radiologists need an aided system such as CAD [12]. This 

model is capable of detecting suspicious areas and determining 

whether the cells are normal or affected cells. It also finds out 

the clause of the cell by discriminating between cases. The 

CAD system can able to improve tumor abnormality 

prediction accuracy such as micro calcification, 

misrepresentation and masses. Sensitivity accuracy is 
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increased by 12% to the radiologist by using the CAD system 

[2-4]. 

Statistics point out a spurt in the occurrence of breast 

cancers in urban nations as much as in evolving ones. In the 

1960s and 70s, all the incidents with their rates along with the 

age attributes were registered by using the 10-fold extend 

method in most information on cancers in various international 

locations [13] as stated by World Health Organization (WHO). 

Within the ultimate decapods, several lookup tasks were 

accepted for increasing computational structures to assist 

experts even in the challenge of interpreting images from 

radiography. 

In recent days, in the field of medicine, both Computer 

Aided Detection (CAD) and prognosis (CADx) has advanced 

structure for imparting professionals with intelligent 

classification of severe sickness such as breast cancers [14, 15]. 

The effectiveness of both CAD/CADx structures relies upon 

the methods utilized for both segmentation and extraction of 

points. 

Outline of mammograms are defined and viewed by ROI, 

which is more desirable sharp aspect. Some morphological 

approaches like statistical approaches are used to do the 

segmentation in ROI. Three most important tasks are followed 

in this work. The beginning step is to pull out the unwanted 

identification and image labels, then depth primarily related 

image segmentation is taken part in this for putting off all the 

affected cells. Once this segmentation is done, those identified 

affected cells are marked and features are extracted by this 

fantastic technique to apprehend a model. This photo radically 

changes approach in which function extraction of precise 

photo with unique form inside a photograph is able to be 

achieved [16]. This additionally converts authentic 

photographs into two-dimensional tasks. In classification, 

feature extraction is a major role. The extracted features are 

then compared in both training and testing session. A lot of 

strategies like Convolutional neural networks, LDA-Linear 

discriminate analysis and classification techniques have been 

used. Finally, Support Vector Machine is used to classify the 

features [7-9, 16]. 

In this paper, we propose a hybrid PSO-SVM classification 

method. A novel feature selection method is proposed to 

increase the efficacy of the classification; also, dimension of 

features are reduced. For the classification of tissues those two 

features are used. Our experiments prove to facilitate this 

method yields improved results in terms of accuracy in a more 

efficient manner. 

 

 

2. LITERATURE SURVEY 

 

There are several current methods that are developed in the 

growth of technology for the prediction of breast cancer. A 

new modern approach wavelet-based contour let is proposed 

for the breast cancer detection. In this, three different 

methodologies are used for classification such as Radial 

Groundwork Feature (RGF), Probabilistic Neural Network 

(PNN) and Multi-Layer Perceptron (MLP). The overall quality 

of the algorithm is defined by calculating Accuracy, 

Sensitivity and Specificity. By using MLP 98.42% and 

98.01% was achieved in both testing and training. 

Lee et al. [10] established a machine learning algorithm to 

identify the cancer tumor using Rotation Forest (RF) and 

Genetic Algorithm, which removes the needless features from 

the images and presents splendid statistics. For classification, 

various computer-based auto systems were utilized. The 

accuracy rate of 99.5% was achieved with the aid of this 

proposed technique. A Genetic Algorithm (GA) MOONN was 

proposed for cancer cells in breast of women [1]. Already 

discussed GA algorithm choosing ultimate features on a 

standard feature. For testing, training and validation, the 

dataset is partitioned as 50-25-25 percent respectively. 

Dimension reduction was described through Burgess as the 

mapping of records to a decreased dimensional area by way of 

eliminating uninformative variance in facts, such that a 

subspace in which the information lives is then detected [17, 

18]. Dimension discount can be divided into characteristic 

extraction and function decision [14, 15]. Feature extraction is 

the method of distinguishing and brushing off irrelevant, much 

less relevant or redundant attributes of dimensions in a given 

dataset. With function selection, it is viable to perceive and 

eliminate a whole lot of inappropriate and redundant statistics 

as feasible to construct sturdy mastering fashions. Thus, 

function decision now not solely reduces the computational 

and processing fees; however, additionally improves the 

mannequin developed from the chosen facts. A variety of 

current works have been carried out with the use of the 

function choice approach on healthcare information [19, 20]. 

The function decision techniques can be labelled into three 

kinds of algorithms: filters, wrappers, and embedded 

techniques. 

We can, in addition, divide dimension discount into 

occasion choice or discount and function determination 

strategies. Instance discount is the system of decreasing the 

inappropriate situations from the dataset to make bigger the 

classification accuracy, whilst characteristic determination is 

the determination of a subset of the applicable points used in 

the mannequin building. These beside the point cases are now 

not really helpful for classification and might also minimize 

the classification performance. Feature determination helps in 

putting off irrelevant, redundant, and noisy facets that are no 

longer instrumental to the accuracy of the mannequin. 

Therefore, it turns into less complicated to decide solely the 

beneficial and applicable elements for classification as a 

substitute than the usage of all of them [19, 20]. This results in 

fewer quantity of features, which is desirable, as it simplifies 

the mannequin and makes it simpler to understand. 

Implementing characteristic resolution in healthcare 

information will limit the wide variety of checks required to 

pick out a disease, saving time and money for the affected 

person to process the tests. In general, we can generally divide 

regular function choice algorithms into three classes which are 

filter approaches, wrapper approaches, and embedded 

techniques. 

Feature choice performs a very substantial position for the 

success of the gadget in fields like sample focus and statistics 

mining. Feature determination affords a smaller, however, 

extra distinguishing subset compared with the beginning data, 

choosing the distinguishing points from a set of elements and 

removing the inappropriate ones. These effects in each 

decreased processing time and multiplied classification 

accuracy. For function selection, there are many strategies in 

the literature masking a large vary from filtering to wrapping 

processes [11, 21]. In the filter approach, the goodness of an 

attribute or set of attributes is estimated with the aid of the 

usage of solely intrinsic homes of the data, whilst in the 

wrapper approach, the advantage of a given candidate subset 

is got by means of gaining knowledge of and evaluating a 

classifier the use of solely the variables covered in the 
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proposed subset [22]. Principle Component Analysis (PCA) 

and linear discriminate evaluation (LDA) are the famous 

function decision techniques to minimize dimension [17, 18]. 

In the current years, many techniques have been used for 

function selection, especially synthetic intelligence, function 

conversion techniques and statistical methods. Boosting 

characteristic resolution for neural community based totally 

regression [16], filter mannequin for function subset choosing 

primarily based on genetic algorithm [23], software of ant 

colony algorithm for function decision [24], function choice 

the use of particle swarm optimization [1], a discrete particle 

swarm optimization approach for function choice [25, 26], 

function decision by way of Weighted-SNR for most cancers 

microarray records classification [27-29], Bhattacharyya area 

for characteristic choice, subspace primarily based 

characteristic decision approach [14, 15], aid vector-based 

characteristic resolution the usage of Fisher’s linear 

discriminate and aid vector desktop, HMM (Hidden Markov 

Models) based totally function house radically changed for 

voice pathology detection have been used [1]. 

 

 

3. METHODOLOGY 

 

Since the mammogram is wide and complex problem to 

analyse as well as to obtain accurate result of disease 

identification. Different literature survey were taken in this 

work to get a clear idea about the algorithm which is proposed. 

Here before classifying the affected cells, an optimization is 

performed which included all the pre-processing, filtering, 

segmentation etc. From these, it is possible to achieve good 

accuracy rate compared with some other existing methodology. 

Particle swarm optimization algorithms [16-18] are 

population-based approaches similar to genetic algorithms [22] 

and other evolutionary algorithms. The PSO algorithm is used 

in heuristic searches to randomly and uniformly initialize 

candidate solutions in the parameter space of the problem to 

be solved. PSO particles (candidate solutions) move and work 

together during the search process to find the best solution for 

your parameter selection task. 

SVM pattern recognition is based on finding the optimal 

hyperplane that maximizes the geometric margin between 

patterns of different classes [23, 24]. In a binary classification 

problem, input pattern m, A€ n represents two classes, each 

with a unique class label as m € {-1, 1}. In general, linear 

separation of input patterns in the original feature space is not 

always possible, and there may be some learning errors. The 

first problem was solved by using an SVM kernel classifier 

that non-linearly maps the original feature space to a high-

dimensional space. This step allows you to linearly separate 

the template from the different classes. Several kernel 

functions such as Gaussian kernel and polynomial kernel are 

commonly mentioned in the literature. 

Tang et al. [24] introduced a soft-margin SVM classifier and 

a loose concept of variables, and a positive regularization (or 

penalty) constant C for training errors. A soft-margin SVM 

learning problem is defined as a double-convex optimization 

problem with inequalities and linear constraints. 

The standard solution for convex SVM optimization does 

not necessarily guarantee a high level of generalization. As a 

result, you need to run a learning model or parameter selection 

process. The model selection stage aims to improve the 

generalization capabilities of the SVM classifier by 

determining the optimal values for the kernel control 

parameters and the regularization parameter E. 

In the second step, 14 GLCM texture feature sets are 

extracted from input mammogram. As in the article of Liu and 

Tang [13], it first computes 14 texture descriptors for each 

GLCM matrix. The descriptors are energy, correlation, 

homogeneity, contrast, entropy, sum of squares (variance), 

sum mean, sum entropy, mean difference, variance of 

difference, entropy of difference, two measures of correlation 

and normalized inverse difference. A summary function is 

formed by combining the two primary statistics (mean and 

range) of each descriptor, resulting in 14 GLCM functions. 

The third step uses the heuristic search-based PSOSVM 

framework to find the best training model that gives the system 

the best generalization performance. Built-in features that use 

the PSOSVM heuristic approach in SVM training include 

feature selection tasks. This heuristic method uses binary 

feature search to find the best texture feature and improves the 

generalization ability of the nonlinear SVM classifier by 

adjusting the regularization constants and kernel control 

parameters. 

As a result, the PSOSVM framework uses a hybrid PSO 

with particles with 30 dimensions or coordinates, i.e., two 

coordinates correspond to the SVM model with parameters 

and E, and 14 coordinates are for feature selection. 

 

 
 

Figure 1. Classification of mammogram using PSO-KSVM 

 

The proposed SVM based PSO optimizer in Figure 1 for 

mammogram classification follows the following five main 

steps: 1. Pre-processing; 2. Feature enhancement and 

segmentation; 3. Extraction of features; 4. Selecting features; 

5. Image Classification. 

 

3.1 Preprocessing 

 

The pre-processing stage removes noise and artifacts while 

suppressing the pectoral muscle. To begin, every mammogram 

image is rotated to the left. To do these vales of intensity from 

first half of the columns that is from left to right be compared 

with second half of the columns of intensity values. Sum 

values of both first and second columns are calculated for first 

half and second half, now the values of sum from first half are 
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greater than the second half, and then the image is slopped to 

the left of the existed image. If this is not the case, then the 

orientation of the images is changed to left from right by 

mirroring the image. A 2-D median filter is used to remove the 

noise sources, from the output image whose pixel having the 

value of median is 5-5 neighbourhood in the region and 

interest of each pixel, so that the image boundaries at edges are 

reinstated as 0. Comparatively median filter performance is 

higher than the other filters like linear in reducing noise 

sources in mammographic images while preserving texture. 

Mammogram artifacts like brand name, label and markers are 

concealed based on morphology, where from these images the 

breast profiles are estranged by the available component, those 

are connected and labelled properly. Finally, the biggest object 

from these is extracted. 

Figure 2(a) – 2(c) is an input mammographic image which 

is already filtered images of mass types that are restricted, 

conjecture or distracted. The real input mammogram images 

were obtained from the universal available Image Analysis 

Society's database (MIAS). After the noise and artifact sources 

had been removed, the pectoral part of muscles from the image 

was removed by the seed growing technique such as contour 

growing, histogram thresholding and edge detection [7-9]. The 

defined method is perfect and completely computerized. To 

check mammography images of different densities are 

examined using this model. In left side images the pectoral can 

be present at the upper left, also for right oriented images it is 

in the upper half of the images, because of this position all the 

images are rotated to the left side prior to the application of 

seed growing procedure. A threshold (th) value is calculated 

and set, the window from the image is set into the left corner 

of the upper side also slid in the right side in anticipation of 

pixels sum exceeds the threshold value. At last, execution of 

the algorithm stops while the window reaches bottom of the 

image. After that, in order to form a straight line, the area 

between the Pecs is smoothed. Figure 2(d), 2(e), and 2(f) 

illustrate images obtained after the pectoral muscles were 

removed in the three cases studied. 

 

 
(a)                              (b)                            (c) 

 
(d)                               (e)                               (f) 

 

Figure 2. MIAS mammography image behind noise and 

label removal 

 

3.2 Segmentation 

 

There are two types of noise in a standard mammogram: a 

black background and medical labels. A cropping operation is 

used to reduce this type of noise. To enhance segmentation 

process automatically, the Region of Interest (ROI) is 

calculated by removing unwanted noise from the interest point 

which is set initially. The watershed algorithm is used in 

segmentation, the ROI boundary is then extracted from 

mammogram images in a reproducible and accurate manner. 

To identify suspicious part there is no need to use entire raw 

data. Instead we compared them to their surrounding tissue to 

extract more features rather than shape features. The 

segmentation results for three active cases are depicted in 

Figure 3. The centre of the tumor is extracted from the 

segmentation process' output binary format for each case and 

used to generate a ROI area of 128X128 pixels. Figure 3 and 

4 show the ROI segmentation and extraction results 

respectively. 

 

 
 

Figure 3. Region of interest segmentation 

 

 
 

Figure 4. ROI extraction 

 

3.3 Feature extraction 

 

Features are extracted even if the images are sub-divided, 

based on the ROI (Region of Interest), the overall cost of the 

algorithm implemented in this paper would increase. As a 

result, feature extraction was performed on the entire Region 

without partitioning it to sub images. Wavelet-Based 

Contourlet Transform algorithm is used to extract the features 

in Region of Interest. 

However, because some benign tumors can mimic 

malignant tumors and also the malignant as benign along this 

feature on texture based is also extracted. Gray Level Co-

occurrence Matrices (GLCM) was used to calculate the 

likelihood of two adjacent grey level pixels occurring in the 

same direction for a given vector. To evaluate the classifier 

performance, an optimizer is needed; in this work, Particle 

Swarm Optimization optimizer is used [22]. The optimization 

technique used here is to select features without becoming 

trapped in local optima. 

 

3.4 Feature selection 

 

Features of ROI are obtained from previous feature 

selection, which is reduced by eradicating data which are 

closely related to ROI. Those data should be removed without 

affecting the accuracy of classification. Feature selection is 

also known as feature decline, which is a method to choose 

specific attributes from a large set of extracted features based 

on the fact that only these features influence the classification 

process. The region's shape, texture and intensity features were 
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extracted, yielding a total of 14 features. From among these 14 

features, the PSO Algorithm is then used to select only the 

features that aid in classification. 

Finally in Table 1, the features with fewer than the total 

number of features will be used to train the SVM classifier to 

detect the type of tumors. The selected 14 features were used 

at both training and testing dataset for the classification of 

mammogram. 

 

Table 1. Feature extraction using PSO 
 

Texture Statistical Shape 
PSO selected 

feature 

Contrast Mean Area 0 

Homogeneity Standard Deviation Perimeter 0 

Correlation Smoothness - 0 

Energy  Major Axis 1 

Mean   0 

Standard 

Deviation 
  0 

Perimeter   0 

Entropy   1 

 

3.5 Classification 

 

Sample mammograms are taken from the specified database 

for all classes like malignant, benign and normal. After 

obtaining features from mammogram images, the values are 

given to the classifier called Support vector machine. It is a 

classifier used here to attain better efficiency than other 

classifiers. It aims on reducing bounds on the generalization 

error (error made by the learning machine data unseen during 

training phase) rather than minimizing the mean square error 

over the dataset. As a result SVM led to perform well when 

data was applied outside the training set. It attains the accuracy 

of 94%, which is higher when compared with all other 

classifier. Values obtained from the mammogram images of 

both cancerous and non-cancerous is used to determine a 

maximum margin hyper plane between the two classes. 

The chosen features are fed into a classifier model in 

Machine Learning (ML), which uses them toward distinguish 

among tumors of both benign and malignant. Figure 5 shows 

the detailed implementation of feature-based classification in 

Kernel based Support Vector Machine (K-SVM) is proposed 

in this paper. Also, the accuracy and performance of this 

classifier is evaluated with existed conventional linear SVM. 

In this linear SVM, a hyperplane is used for data 

classification whereas the proposed kernel-based classifier 

uses a function named as kernel function, which is used to fix 

the margin at maxima for the hyperplane in already fitted 

space for feature selection. By using this optimizer, we can 

achieve an exclusive classification given by the universal 

minimum for the optimized function. Instead of providing 

related solutions with minimum in local value as in Neural 

Network (NN). 

This proposed K-SVM approach is used when we have 

large dimensional linear dataset. We can achieve good 

accuracy rate if we choose correct kernel, then this model 

gives us good transformation result. The linear, polynomial 

and radial basis function or gaussian kernel are essentially 

made disparate in the event of hyperplane decision boundary 

between the classes. The kernel functions are utilized to make 

the original dataset (linear/non-linear) into a higher 

dimensional space with view to make it linear dataset. Usually 

linear and polynomial kernels are less time consume and 

provides less accuracy than the RBF or Gaussian kernels. 

 

 
 

Figure 5. Feature based classification 
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4. RESULTS AND DISCUSSION 

 

To analyze the efficiency of mammogram for the proposed 

CAD system, from the Mammographic Image Analysis 

Society (MIAS) database mammograms are taken into account. 

This database includes 523 mammography images that have 

been classified as normal, benign or malignant masses. Each 

mammogram in this database is with 1024 pixels in size, with 

an 8-bit intensity for each pixel.  

To begin, the projected CAD system categorizes each of the 

523 mammogram images as normal or abnormal, which is 

shown in Figure 6. This database is further divided into 60% 

for training dataset and 40% into testing dataset. 
 

 
 

Figure 6. Count of malignant and benign cases 

 

The given dataset contains two types of tumor classes: 

benign and malignant. The classifier’s accuracy is compared 

with PSO’s, where its features are selected from the training 

section. Sensitivity (SN), Specificity (SP) and Accuracy (ACC) 

and time consumption by the algorithm is calculated to 

measure the proposed CAD system. Here SN, SP are true 

positive and false positive rate respectively. Also, ACC is the 

percentage of correct classification obtained from the testing 

set of the classifier. Those calculation criteria are as follows: 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑆𝑁)

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑒 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝐹𝑁)
 

(1) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦(𝑆𝑃)

=
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁) + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)
 

(2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝐶𝐶) =
((𝑇𝑃) + (𝑇𝑁))

((𝑇𝑃) +  (𝐹𝑃) + (𝑇𝑁) + (𝐹𝑁)
 (3) 

 

Table 2. Result comparision 
 

Classifier FP FN SN SP ACC 

PSO-Kernel SVM 0 2 97.2 98.9 99.1 

PSO-SVM 1 1 57.9 61.2 60.4 

 

According to Table 2, the classification accuracy with the 

fusion model of kernel based PSO-SVM is 99.1%, where it is 

higher than the classification accuracy with the simple SVM 

classifier, which is 60.4%. 

A performance Comparison is plotted in Figure 7 and we 

can see that we achieve an accuracy of 99.1% on the held-out 

test dataset. From this matrix, there is only one case of 

misclassification. The efficiency of this procedure is supposed 

to be high, given the side effects for breast cancer disease 

ought to show specific clear patterns. 

 
 

Figure 7. Comparison of output 

 

 

5. CONCLUSION  

 

In this work, a kernel-based hybrid PSO-SVM classifier is 

used to classify breast tumors. In this work a well-organized 

repeated model is introduced for both image segmentation and 

feature extraction from the Region of Interest, that does not 

rely on MIAS database ground truth or crop the ROI. Rather 

than including all of the features, we use bio-inspired 

algorithms known as PSO to select only those that are 

absolutely necessary. A smaller number of features, but all of 

them important, results in better classification accuracy. 

Incorporating critical features only improves efficiency and 

reduces computation time. The PSO-Kernel SVM method, on 

the other hand, converges faster while maintaining an 

acceptable level of accuracy. To review the efficacy of the 

proposed K-SVM method, more sets of data from the MIAS 

database are used. In this PSO is used for optimizing and 

scaling the features from the dataset and for feature based 

classification, kernel SVM classifier is used efficiently. 

According to the results, PSO kernel SVM classifier is more 

accurate than the existing method for classifying both benign 

and malignant cases. 

Also, by using Hough transform, normal and abnormal 

classes are effectively classified. Use of more intensity 

features like mean, variance and entropy can improve the 

results. By having SVM classifier, we obtained the accuracy 

range of 99.1% (shown in Table 2) which is higher when 

compared with other classifiers like LDA. 
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