Diagnosis of Heart Diseases Using Heart Sound Signals with the Developed Interpolation, CNN, and Relief Based Model
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ABSTRACT

The majority of deaths today are due to heart diseases. Early diagnosis of heart diseases will lead to early initiation of the treatment process. Therefore, computer-aided systems are of great importance. In this study, heart sounds were used for the early diagnosis and treatment of heart diseases. Diagnosing heart sounds provides important information about heart diseases. Therefore, a hybrid model was developed in the study. In the developed model, first of all, spectrograms were obtained from audio signals with the Mel-spectrogram method. Then, the interpolation method was used to train the developed model more accurately and with more data. Unlike other data augmentation methods, the interpolation method produces new data. The feature maps of the data were obtained using the Darknet53 architecture. In order for the developed model to work faster and more effectively, the feature map obtained using the Darknet53 architecture has been optimized using the Relief feature selection method. Finally, the obtained feature map was classified in different classifiers. While the accuracy value of the developed model in the first dataset was 99.63%, the accuracy rate in the second dataset was 97.19%. These values show that the developed model can be used to classify heart sounds.

1. INTRODUCTION

When the data of the World Health Organization are examined, it is seen that the majority of deaths today are caused by heart diseases [1]. Therefore, it is clear that cardiovascular diseases are a serious threat to humans. There are advanced methods such as electrocardiography and computed tomography to detect heart diseases. However, these methods are both costly and not available in most centers. In addition, the implementation of these methods is time-consuming [2].

It is possible to obtain important information about heart diseases by examining heart sounds. Listening to heart sounds by experts is an alternative method for detecting the deformation of heart sounds. However, the analysis of heart sounds by auscultation of the patient is mostly dependent on the expertise and skills of the practitioner [3]. For this reason, recording and analysis of heart sounds via computer is a preferred method [4].

In the diagnosis of cardiovascular disorders, automatic classification of heart sounds is critical [5]. There has been a growing focus on creating deep learning algorithms for heart sound categorization since the arrival of medical big data and artificial intelligence technology. Despite major advancements in this area, there are still limitations due to a lack of data, inadequate training, and effective models. Heartbeat sound classification is still a challenging problem [6]. For this reason, the classification of heart sounds has been made in the study. Classification of sound signals, thanks to the artificial intelligence-based model used, will facilitate the work of specialists in the diagnosis stage, and this model is of great importance for the early diagnosis of the disease.

1.1 Related works

Heart sound comprises a number of key variables that can help with the early detection of heart disease. In recent years, many methods for the classification of heart sounds have been proposed for the detection of heart disease.

Raza et al. [7] classified heartbeat sounds in three categories as Normal, Murmur, and Extra systole in their study. In this context, the researchers aimed to remove the noise from the heartbeat audio signal by applying a band filter to the heart sounds. After this step, they fixed the size of the sampling rate of each audio signal and then applied down-sampling techniques to gain more distinctiveness and reduce the size of the frame rate. They also classified heart sounds using a Recurrent Neural Network (RNN) model consisting of LSTM, Dropout, Dense, and Softmax layers.

Noman et al. used 1D-CNN and 2D-CNN architectures to classify heart sounds in their study. 2D-CNN architectures are given features obtained by the MFCC method. In addition, the features obtained using CNN architectures in the study were classified using SVM and Markov models. In the study, the researchers used the PhysioNet challenge 2016 dataset. The accuracy value obtained in the proposed model was 89.22% [8].

In their study, Xiao et al. [9] proposed a three-part system based on deep learning methods for cardiovascular disease prediction. The proposed model consists of three parts. These stages are; Preprocessing is majority voting for 1-D waveform heart sound classification, attention mechanism, and final estimation of heart sound recordings using deep convolutional neural network.

Demir et al. [10] first created the spectrograms of the sound
signals in the method they proposed for the classification of heart sounds. Then, feature maps of the spectrogram images were extracted using deep learning methods. Finally, these feature maps are classified. The proposed model has been tested on two different datasets. The researchers stated that the model they proposed could be used in the classification process of heart sounds.

Cheng et al. [11] proposed a new heart sound classification model for the classification of heart sounds. This model, which they call LHSNN, consists of three parts. First of all, using the audio signals in the dataset, spectrogram images were obtained from these audio signals. Then, spectrogram images were analyzed with the proposed neural network models. Finally, they stated that the model they proposed works through mobile terminals.

Er [12] used Local Binary Pattern (LBP) and Local Ternary Pattern (LTP) methods to classify heart sounds in his study. Then, the feature maps obtained using these two feature extraction methods were combined. The relief method is preferred for the optimization of feature maps. It was stated that this proposed model was tested on two different datasets.

Boulares et al. [13] used CNN architectures, supervised learning, and unsupervised learning methods in their studies. These proposed methods were tested on two datasets. In the study, the spectrogram process was applied in the preprocessing step. Obtained images were classified using supervised and unsupervised learning methods.

Tariq et al. [14] proposed a feature-based fusion network to classify heart and lung sounds. In the study, three different feature extraction methods were used to extract the features of audio signals. Spectrogram, MFCC, and Chromagram feature extraction methods are the methods used in this study. Researchers combined the features obtained from these three feature extraction methods and classified them over the Softmax layer.

Kui et al. [15] introduced a method for feature extraction and classification of heart sound signals. In the first step of the study, the noises in the heart sound signals were removed. In the method, the time-dependent hidden Markov method, log Mel-frequency spectral coefficients (MFSC), CNN, and majority voting algorithm were also used. In this study, two-class and multi-classification models were created.

1.2 Contribution and novelty

The aim of the study was to diagnose heart diseases, which are a serious problem today.

In the study, it has been shown that the interpolation method is successful in datasets where the number of data is low.

Mel-spectrograms of the audio data were obtained and feature selection was made with the Darknet53 architecture, which is one of the pre-trained architectures accepted in the literature.

Relief feature selection method was used to reduce the size of the obtained feature maps. In this way, unnecessary features are eliminated. Therefore, it was possible to run the model faster.

The feature maps, which was optimized in the last stage, was classified with the SVM classifier accepted in the literature.

The proposed model has been tested using the two datasets. While the accuracy value of the proposed model in the first dataset was 99.63%, the accuracy value in the second dataset was 97.19%. The obtained accuracy values show that the proposed model is successful in classifying heart sounds.

1.3 Organization of paper

The rest of the work is organized in the following manner. The second part constitutes the materials and methods part of the study. In this section, the dataset used and the technologies used in the proposed approach are presented. Section 3 contains the experimental results of the proposed method. Section 4 is the discussion section where the results of the study are discussed. Finally, Section 5 is the conclusion section.

2. MATERIAL AND METHODS

In order to understand the study, it is important to explain the dataset used and to understand the techniques used in the method. This section presents the techniques used in the implementation of the proposed model. In the last section, the proposed model is given. Figure 1 depicts the proposed structure.

Figure 1. Block diagram of proposed model

2.1 Dataset

The dataset from the Kaggle was used for the classification of the heart sounds [16]. There are studies using the relevant dataset in the literature [7, 10]. Data in the dataset were collected from two different sources, from the general public via the stethoscope Pro iPhone app and from a clinical trial in hospitals using the digital stethoscope DigiScope [16, 17]. The relevant dataset is divided into two sources, Set_a and Set_b. Set_a: Contains tags and metadata for heartbeats collected from the public via an iPhone app. Heart sounds are classified into 4 classes: Artifact, murmur, normal, and extrasystole. Figure 2 shows some sample sounds of the dataset.

Figure 2. Examples from the Set_a dataset
Set b: Set b dataset contains tags and metadata for heartbeats collected from a clinical trial using a digital stethoscope in hospitals. The dataset categorizes heart sounds into three classes. These classes are; Normal, Murmur and Extrasystole. Figure 3 illustrates some of the sounds in the dataset.

![Stethoscope sounds example](image)

**Figure 3.** Examples from the Set_b dataset

### 2.2 Spectrogram, interpolation, and feature extraction

The spectrogram is a visual heat map in which the horizontal axis indicates the signal's time and the vertical axis represents the signal's frequency. In other words, the Spectrogram is a visual representation of an audio signal that changes with time [18, 19]. In the study, the Mel-Spectrogram method was used to obtain spectrograms of audio signals. The parameters used are given in Table 1.

**Table 1.** Mel-Spectrogram parameters

<table>
<thead>
<tr>
<th>Spectrogram parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range</td>
<td>62.5, 5e3</td>
</tr>
<tr>
<td>Window, hann</td>
<td>2048, periodic</td>
</tr>
<tr>
<td>Overlap Length</td>
<td>1024</td>
</tr>
<tr>
<td>FFT length</td>
<td>4096</td>
</tr>
<tr>
<td>Num Bands</td>
<td>64</td>
</tr>
</tbody>
</table>

Since the number of data in the dataset is very small, the interpolation method was used to obtain new images from the obtained spectrograms. Thanks to this method, new spectrograms are produced from existing spectrograms [20, 21]. The working logic of the interpolation method is different from the data augmentation methods. In data augmentation methods, data augmentation is performed by pre-processing the existing data (scaling, rotation, etc.) [22]. In this respect, the Interpolation method works differently from the data augmentation methods. Because data is not augmented in the interpolation method, new data is produced. While in data augmentation methods, image multiplexing is done using one image, new images are obtained by using two images in the interpolation method.

The linear interpolation method is a curve-fitting method that provides new data by using known points of the data using linear polynomials [23, 24]. In this study, the interpolation method was used to produce new images. There are studies on the subject in the literature [20, 21]. When this method is applied to images, it first produces new images by using 2 RGB images in X1 and X2 format. Assuming that the value of each pixel in the X1 images is P1(R1, G1, B1) and the value of each pixel in the X2 images is P2(R2, G2, B2), the new pixel obtained from these values is Pnew (Rnew, Gnew, Bnew) can be expressed as. The new values obtained are calculated by Eqns. (1)-(3).

\[
R_{\text{new}} = (1 - t) \times R_1 + t \times R_2 \quad \text{for} \quad t \in [0, 1] \tag{1}
\]

\[
G_{\text{new}} = (1 - t) \times G_1 + t \times G_2 \quad \text{for} \quad t \in [0, 1] \tag{2}
\]

\[
B_{\text{new}} = (1 - t) \times B_1 + t \times B_2 \quad \text{for} \quad t \in [0, 1] \tag{3}
\]

Figure 4 shows 3 new images produced by the interpolation technique from the original 2 images.

![Interpolation example](image)

**Figure 4.** Three new images were created by interpolation method from the original two images

When Figure 3 is examined, it is clear that the images produced by the interpolation method are different from the original images. While no new images are produced in other data augmentation methods, new images are produced in the interpolation method.

After obtaining new images with the interpolation method, feature extraction was done using Darknet53 architecture. Darknet53 architecture is a pre-trained architecture that has been accepted in the literature [25]. The size of the feature map obtained with the Darknet53 architecture is the number of images x 1000. The relief feature selection method was used to eliminate unnecessary features in the obtained feature map [26]. The size of the feature map obtained after the relief feature selection method was the number of images x 450. Finally, different classifiers accepted in the literature were used to classify the obtained feature map. Among the used classifiers, the highest performance ratio was achieved with the SVM classifier. The SVM classifier is one of the most preferred supervised learning techniques in classification problems.

In addition, the performances of different classifiers in the classification of heart sounds were also examined. The feature maps obtained using the MFCC method are k-nearest Neighbor (KNN) [27], Support Vector Machine (SVM) [28], Naive Bayes (NB) [29], Logistic Regression (LR) [30], Random Forest (RF) [31], Gradient Boosting Classifier (GBC) [32], XGBoost [33], Light Gradient Boosting Machine (LGBM) [34], and classified in CatBoost [35] model.

### 2.3 Proposed model

The creation and processing of audio data are very important. Sound processing can be used for different purposes in different areas. Our proposed model, it is aimed to classify heart sounds with a high accuracy value. When studies using the same dataset are examined, it is seen that our model has a high accuracy value. Figure 5 shows the proposed model.

When Figure 5 is examined, it is seen that the model we propose is a hybrid model. Our model first obtains spectrograms of the audio data. Obtained spectrogram samples are given in Figure 6.

After obtaining the spectrogram images, new data were...
produced using the interpolation method. In the interpolation method, new spectrograms are obtained by using 2 original spectrograms. At this stage, rotate, scale, etc. Data augmentation is not done. The data produced after the interpolation step are given as input to the Darknet53 architecture. The features obtained from the Conv53 layer of the Darknet53 architecture are optimized with the Relief method. Elimination of unnecessary features by using the Relief method is of great importance in making the model work faster and reducing the cost. Finally, the obtained feature maps were classified in the SVM classifier.

![Figure 5. Proposed model](image1)

![Figure 6. Spectrogram examples](image2)

3. EXPERIMENTAL RESULTS

Experimental results were obtained in Matlab and Python environments. First of all, the features obtained using the MFCC method were classified using 9 different classical machine learning classifiers. Different evaluation metrics were used by using a confusion matrix to measure the performance of the classifier and proposed model used in the study [36]. An example of a confusion matrix is given in Figure 7.

![Figure 7. Confusion matrix](image3)

**TP**: The number of images that actually belong to the X class, estimated as X,

**TN**: The number of images actually belonging to the X class, estimated as Y,

**FN**: Number of images that actually belong to class Y, estimated as X,

**FP**: It actually belongs to the Y class and indicates the number of images estimated as Y.

The metrics given in Eqns. (4)-(12) were used to test the performance of the models used in the study. These evaluation criteria are the most commonly used metrics in classification problems [37, 38].

- **Accuracy (ACC)**: \( \frac{TP+TN}{Total} \) (4)
- **Specificity (SPE)**: \( \frac{TN}{FP+TN} \) (5)
- **Sensitivity (SENS)**: \( \frac{TP}{TP+FN} \) (6)
- **Precision (PRE)**: \( \frac{TP}{TP+FP} \) (7)
- **Negative Predicted Value (NPV)**: \( \frac{TN}{TN+FN} \) (8)
- **False Positive Rate (FPR)**: \( \frac{FP}{FP+TN} \) (9)
- **F1 Score (F1)**: \( \frac{2TP}{2TP+FP+FN} \) (10)
- **False Discovery Rate (FDR)**: \( \frac{FP}{FP+TP} \) (11)
- **False Negative Rate (FNR)**: \( \frac{FN}{FN+TP} \) (12)

3.1 Classification of the properties obtained by the MFCC method in different classifiers

In this section, the feature maps obtained using the MFCC method are classified into 9 different machine learning classifiers. In the study, there are 2 datasets, Set_a and Set_b. Set_a dataset consists of 4 classes and Set_b dataset consists of 3 classes. In order to classify the audio signals in these two datasets, firstly, feature maps of these audio signals were obtained. For the process, the MFCC method accepted in the literature was used. While creating the feature map with the MFCC method, 40 features were taken from each audio signal. 80% of the data in the obtained feature map is used for training the models, and the remaining 20% is reserved for testing the models. The accuracy values of 9 different classifiers obtained using the Set_a dataset are given in Table 2.

<table>
<thead>
<tr>
<th>Set_a Dataset (%Accuracy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN 72</td>
</tr>
<tr>
<td>GBC 72</td>
</tr>
<tr>
<td>SVM 68</td>
</tr>
<tr>
<td>XGB 68</td>
</tr>
<tr>
<td>NB 68</td>
</tr>
<tr>
<td>LGBM 60</td>
</tr>
<tr>
<td>LR 84</td>
</tr>
<tr>
<td>CatBoost 68</td>
</tr>
<tr>
<td>RF 68</td>
</tr>
</tbody>
</table>

The values given in Table 1 were obtained using the data in the Set_a dataset. For the test process, 20% of the data in this dataset was used. When the accuracy values obtained in 9 different classifiers are examined; It is seen that the highest accuracy value is reached in the Logistic Regression model. The accuracy value obtained in this model was 84%. Logistic Regression was followed by KNN and GBC models with an accuracy of 72%, respectively. The accuracy value obtained in SVM, NB, RF, XGB, and CatBoost models is 68%. The lowest accuracy value was obtained in the LGBM model with 60%. Confusion matrices of 3 architectures with the highest accuracy value among 9 different models used in the study are given in Figure 8.
When Figure 8 is examined, it is seen that the most successful classifier is Logistic Regression (LR). LR classified 21 of 25 test data as correct and 4 of them incorrectly.

The second dataset used in this study is the Set_b dataset. This dataset consists of 3 classes. For the classification of heart sounds in the Set_b dataset, the properties of the sound signals were obtained by using the MFCC method. While feature maps are obtained from this dataset, it is the number of features obtained from each audio signal. 80% of the audio signals in the Set_b dataset was used in the training of the models, and 20% in the testing of the models. The accuracy values obtained in 9 different models are in Table 3.

Table 3. Accuracy values obtained in Set_b dataset

<table>
<thead>
<tr>
<th>Set_b Dataset (%Accuracy)</th>
<th>KNN</th>
<th>GBC</th>
<th>SVM</th>
<th>NB</th>
<th>LR</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>71.42</td>
<td>61.90</td>
<td>76.19</td>
<td>65.07</td>
<td>77.7</td>
<td>73.01</td>
</tr>
</tbody>
</table>

The values given in Table 3 were obtained using the data in the Set_b dataset. For the test process, 20% of the data in this dataset was used. When the accuracy values obtained in 9 different classifiers are examined; It is seen that the highest accuracy value was obtained in the Logistic Regression model with 77.7%. Logistic Regression was followed by SVM with 76.19% accuracy, Catboost with 74.60%, XGB with 66.66%, NB with 65.07%, LGBM with 63.49% and GBC with 61.90%, respectively. The most unsuccessful classifier in this dataset was GBC. Confusion matrices of 3 architectures with the highest accuracy among 9 different models used in the study are given in Figure 9.

When Figure 9 is examined, it is seen that the most successful classifier is Logistic Regression (LR). LR 63 classified 49 of the test data correctly and 14 of them incorrectly. Among the classifiers used in the study, LR obtained the highest accuracy value in both Set_a and Set_b datasets.

3.2 Experimental results obtained in the proposed model

Classification of heart sounds provides early diagnosis of diseases and accelerates the treatment process. Two different datasets were used in the study. While the accuracy value obtained in the model we have proposed is 99.63% in the Set_a dataset, it is 97.19% in the Set_b dataset. In our proposed model, a hybrid model was created using the spectrogram, interpolation method, Darknet53 architecture, Relief feature extraction method, and SVM classifier. Confusion matrices obtained in two datasets using the proposed model are given in Figure 10.

When Figure 10 is examined, the proposed model classified 823 of the 826 images obtained using the Set_a dataset correctly and misclassified 3 of them. One of these 3 misclassified images belongs to the artifact class, while the other 2 images belong to the normal class. The proposed model incorrectly predicted 1 image belonging to the artifact class as a murmur. Similarly, he incorrectly predicted 2 images that actually belonged to the normal class as murmurs. Similarly, the proposed model correctly classified 588 of the 605 images obtained using the Set_b dataset, while misclassifying 17 of them. While the proposed model actually predicted an image belonging to the extrasystole class as normal, it actually predicted 3 of the 4 images belonging to the murmur class as extrasystole and 1 as normal. The maximum number of images that the model misclassified belongs to the normal class. The model predicted 7 of the 12 images belonging to the extrasystole class as normal, while actually predicting 4 of them as murmurs.

When the performance evaluation metrics given in Table 4 are observed, it is seen that the proposed model can be used in the classification of heart sounds.

The proposed model produced successful results on 2 different datasets consisting of heart sounds.
Table 4. Performance metrics of the proposed model on two different datasets

<table>
<thead>
<tr>
<th>Set_a</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>FPR</th>
<th>FDR</th>
<th>FNR</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.54</td>
<td>100</td>
<td>100</td>
<td>99.54</td>
<td>0.16</td>
<td>0.45</td>
<td>0</td>
<td>99.77</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>98.97</td>
<td>98.54</td>
<td>99.51</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>1.45</td>
<td>99.77</td>
</tr>
<tr>
<td>4</td>
<td>98.97</td>
<td>100</td>
<td>100</td>
<td>98.97</td>
<td>0.31</td>
<td>1.02</td>
<td>0</td>
<td>99.48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Set_b</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>FPR</th>
<th>FDR</th>
<th>FNR</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.51</td>
<td>95.37</td>
<td>97.48</td>
<td>99.51</td>
<td>0.25</td>
<td>0.48</td>
<td>4.62</td>
<td>97.39</td>
</tr>
<tr>
<td>2</td>
<td>97.97</td>
<td>97.48</td>
<td>98.77</td>
<td>97.97</td>
<td>0.98</td>
<td>2.02</td>
<td>2.51</td>
<td>97.73</td>
</tr>
<tr>
<td>3</td>
<td>94</td>
<td>98.94</td>
<td>99.50</td>
<td>94</td>
<td>2.89</td>
<td>6</td>
<td>1.05</td>
<td>96.41</td>
</tr>
</tbody>
</table>

4. DISCUSSION

Heart diseases are diseases with high mortality and they constitute an important part of hospital admissions today. Early diagnosis and appropriate treatment are extremely important. In the evaluation of heart diseases, methods such as auscultation, electrocardiography, echocardiography, computed tomography, and conventional angiography are used. Auscultation is an examination method in which the heart sound is listened to with devices called stethoscopes. This method constitutes one of the first and most important steps of cardiac examination [39]. In addition, this method is a cheap, easily accessible, and fast evaluation method compared to other methods. Normal heart sounds are heard during auscultation of a healthy heart. However, in some heart diseases, normal sounds change, become indistinct, disappear, or abnormal additional sounds are heard. Accurate classification of abnormal auscultation findings is important for early diagnosis and the determination of appropriate treatment. It also provides guidance to determine whether further investigations are needed. Murmur is an abnormal blowing sound [40] caused by some heart diseases. Extra systole is the abnormal additional sound heard due to the extra beating of the heart. Apart from these, sometimes artifact sounds can be heard due to environmental or patient-related reasons. In this study, it has been tried to distinguish different classes consisting of normal heart sounds and abnormal sounds such as artifact sounds, murmur, and extra systole.

The proposed model is compared with similar studies in the literature in Table 5.

When Table 5 is examined, it is seen that the proposed model has a high accuracy value. However, there are some limitations of the study. The proposed model has been tested on 2 datasets. The proposed model should be tested and developed using data from patients in different regions. Among our goals is to collect multi-centered data and design a model that can work online.

Table 5. Comparison of the proposed model with similar studies

<table>
<thead>
<tr>
<th>Authors/Year</th>
<th>Dataset</th>
<th>Classes</th>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]/2019</td>
<td>Dataset-B</td>
<td>Normal, Murmur, Extra-systole</td>
<td>RNN</td>
<td>0.80</td>
</tr>
<tr>
<td>[8]/2019</td>
<td>PhysioNet/CinC 2016</td>
<td>Normal, Abnormal</td>
<td>2D CNN</td>
<td>0.89</td>
</tr>
<tr>
<td>[9]/2020</td>
<td>PhysioNet/CinC 2016</td>
<td>Normal, Abnormal</td>
<td>1D CNN</td>
<td>0.93</td>
</tr>
<tr>
<td>[10]/2019</td>
<td>Classifying Heart Sounds Challenge (CHSC) Dataset-A</td>
<td>Artifact, Extra sound, Murmur, Normal</td>
<td>2D CNN</td>
<td>0.80</td>
</tr>
<tr>
<td>[10]/2019</td>
<td>Classifying Heart Sounds Challenge (CHSC) Dataset-B</td>
<td>Normal, Murmur, Extrasystole</td>
<td>2D CNN</td>
<td>0.79</td>
</tr>
<tr>
<td>[11]/2019</td>
<td>PhysioNet/CinC 2016)</td>
<td>Normal, Abnormal</td>
<td>2D CNN</td>
<td>0.89</td>
</tr>
<tr>
<td>[12]/2021</td>
<td>PASCAL</td>
<td>Normal, Murmur, Extra, Artifact</td>
<td>1D CNN</td>
<td>0.91</td>
</tr>
<tr>
<td>[12]/2021</td>
<td>PhysioNet/CinC 2016</td>
<td>Normal, Abnormal</td>
<td>1D CNN</td>
<td>0.91</td>
</tr>
<tr>
<td>[13]/2021</td>
<td>PASCAL/PhysioNet</td>
<td>Normal, Abnormal</td>
<td>2D CNN</td>
<td>0.87/0.97</td>
</tr>
<tr>
<td>[14]/2022</td>
<td>ICHBI 2017</td>
<td>Normal, Murmur, Extrasystole</td>
<td>2D CNN</td>
<td>0.97</td>
</tr>
<tr>
<td>[15]/2021</td>
<td>Collected from various hospitals</td>
<td>Normal, Abnormal</td>
<td>2D CNN</td>
<td>0.93</td>
</tr>
<tr>
<td>[15]/2021</td>
<td>Collected from various hospitals</td>
<td>Normal, Ventricular septal defect, Atrial septal defect, Patent ductus arteriosus</td>
<td>2D CNN</td>
<td>0.86</td>
</tr>
<tr>
<td>2022</td>
<td>Classifying Heart Sounds Challenge (CHSC) Dataset-A</td>
<td>Artifact, Extrasystole, Murmur, Normal</td>
<td>Proposed Model</td>
<td>0.9963</td>
</tr>
<tr>
<td>2022</td>
<td>Classifying Heart Sounds Challenge (CHSC) Dataset-B</td>
<td>Normal, Murmur, Extrasystole</td>
<td>Proposed Model</td>
<td>0.9719</td>
</tr>
</tbody>
</table>
5. CONCLUSION

Artificial intelligence methods are frequently preferred in the biomedical field. In this paper, it was used for the classification of heart sounds. In this study, before the heart sounds were classified, the interpolation method was applied, and feature maps of the data were obtained using the Darknet53 architecture, which is one of the pre-trained models. Then, feature selection was made with the Relief method so that the proposed model could work faster and produce more accurate results. When the proposed model is compared with similar studies in the literature, it has been observed that the proposed model is successful. It shows that the proposed model can be used in the classification of heart sounds. Also the proposed model has been tested on two different datasets. While the accuracy value of the proposed model in the first dataset was 99.63%, the accuracy value in the second dataset was 97.19%.
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