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ABSTRACT

This article presents the segmentation of the brain tumors in the MRI images by using the optimal morphology thresholding methods. The number of patients with brain diseases is increased. Therefore, the needs for MRI are increased. Accordingly, the accurate and quick segmentation and identification methods for the brain tumors are really necessary. These also include planning and diagnosis tools for the automatic segmentation of the brain tumors in the MRI images. The optimal morphology thresholding methods are new methods that can automatically solve problems and diagnose the diseases. These consist of the RGB to Grayscale conversion process, the image quality improvement process and the optimum thresholding proce- steps, respectively [3]. The histogram method was widely used and based on the probability of the gray value of a class and the consideration of the spatial data of medical image segmentations [2]. Nonetheless, the optimal histogram method applying the Gaussian models required abundant data in order to obtain optimal results and it had lower performance regarding the classification of problems. On the other hand, the iteration method under the classification of problems was efficient for identifying small tumors by relying on the intensities of the pixels in different images in order to segment and classify tumors according to the connections for eliminating positive areas that were not needed, respectively [3]. Then, all components of the images were divided into groups before using the fuzzy c-means clustering (FCM) method for the classification and the segmentation of the brain tumors in the images from the positron emission tomography (PET) scan. Nevertheless, the iteration method was appropriate for the images with high intensities.

Magnetic resonance imaging (MRI) is a tool with high resolutions and commonly used for identifying the abnormalities of tissues more efficiently than other imaging methods, for example, diagnosing, making treatment plans for and following up the brain tumors under the variety of imaging methods, selecting the thickness of slices and the features of MRI scanners [13]. Although the efficient segmentation and the identification of the brain tumors were not as important as treatments and plans; the segmentation and the identification were useful for evaluating and following up treatments, improving the efficiency of the identification with the color changes as well as the different brightness, contrast, sizes and locations of brainstems. These were challenging and useful for treatments. Generally, there were various methods including threshold level and morphological watershed segmentation. The threshold level based on white matters and gray matters is
optimal in the case of the segmentation of the brain tumors from the MRI images with different brightness levels only, while the morphological watershed segmentation uses the MRI images of brains with similar brightness levels. Both methods required the MRI images without interferences, quite clear tumors and the color segmentation algorithms with K-means in order to convert the colored MRI images into grayscale images and to segment the tumors with the histogram-clustering method that can clearly differentiate the tumors [4]. Then, the color segmentation algorithms with K-means and the histogram-clustering method were applied to the MRI images of the 20 patients with the four types of tumors by considering and comparing the segmentation results of the anatomy images [14]. However, the accuracy and reliability of the brain tumors segmentation and its iteration were important problems of the applications in this algorithm. Therefore, the segmentation with the fuzzy c-means (FCM) and the neural networks were proposed for more accurately and reliably segmenting parts from the MRI images as well as preventing duplicated segmentations [5, 6]. There was also the feature extraction for identifying the brain tumors from the MRI images with the neuro fuzzy classifier [7]. Moreover, there was the improvement of the accuracy and the efficiency of the segmentation units with the support vector machine (SVM) [8, 15].

Nonetheless, the accuracy and reliability of the brain tumors segmentation as well as the feature extraction of the brain tumors from the MRI images with the learning methods must start from accurately segmenting the brain tumors under the variety of the imaging methods, the slice selection and the features of the MRI scanners. There are very few research studies presenting the segmentation methods for brain tumors [10]. There is only the application of the gray level co-occurrence matrix (GLCM) algorithm for differentiating the brightness of the pixels of the grayscale images with the four grayscale levels and the application of the probabilistic neural network (PNN) for segmenting the tumors from the unused parts [10]. There are also the adjustment of the brightness of the original MRI images with the histogram method for dispersing the brightness of colors and the morphological watershed method for segmenting the brain tumors from the MRI images [11].

To differentiate the brightness, adjust the brightness and segment the morphology of the MRI images; the experiences of users are important [16].

Hence, this article presents the segmentation methods for the brain tumors from the MRI images with the iterative Gaussian filtering method, the calculation of the variances and the means of the numbers of the pixels of the objects and backgrounds, the calculation of the appropriate segmentation points for the morphology and the erosion with the image enlargements for automatically improving the structures of the images of the brain tumors were applied to the four main processes: the RGB to Grayscale conversion process, the image quality improvement process and the optimum thresholding process and the optimum thresholding process, respectively, as shown in Figure 1. Particularly, the quality improvement process required the qualities of the images being tested to have the appropriate features for the uses. This image quality improvement process consists of the intensity manipulation technique, the global contrast enhancement technique and the noise removal technique. Based on their criteria of these techniques, the features of all images form database image are appropriate for the uses. However, the different images might have different brightness, contrast and darkness. Thus, the qualities of the images must be improved for the segmentation.

![Figure 1. Proposed algorithm](image1.png)

### 2.1 MRI images database

The MRI images in the experiment were the images from the public database, https://ncigt.org/. The sizes of the images were different, the color depth was 24 bits, the color type was true color and the total number of the images was 100. The examples of the MRI images are in Figure 2.

![Figure 2. The Examples of the MRI Images from the Public Database](image2.png)

As shown in Figure 2, the color images are converted into grayscale images for facilitate the analysis. Also, grayscale images are more suitable for certain techniques such as the intensity manipulation, the global contrast enhancement and the noise removal.

### 2.2 RGB to grayscale conversion process

The MRI images are RGB images. Thus, each coordinate of the images has the set values showing the value of R, the value G and the value of B. The images are converted into grayscale images for facilitating the analysis because each coordinate of the grayscale images has the color intensity from 0 to 255. As the grayscale is the simplest model since it defines colors using only one component that is lightness. Therefore, the RGB images are converted to grayscale using the weighted sum of the red, green and blue color components and assign it to corresponding location of RGB image.
2.3 Image quality improvement process

This process is the image quality improvement process including the intensity manipulation adjustment, the global contrast enhancement and the noise removal as show in Figure 3 in order to image the image qualities before the RGB to grayscale conversion process because the different images have the different light intensities, contrasts and darkness levels. Therefore, the image qualities must be optimal for the segmentation including the following subprocesses.

![Image 3. Image quality improvement process](image3.png)

2.3.1 Intensity manipulation

The intensity manipulation relies on the histogram equalization in order to flatten the probability distribution function (PDF). As a result, PDF for the intensity after the manipulation is close to be a uniform with the cumulative distribution function (CDF) as shown in Eq. (1).

\[ S_k = T(r_k) = \sum_{j=1}^{k} \frac{n_j}{n} \]  

where, \( r_k, s_k, k, n_j \) and \( n \) are input intensity, processed intensity, the intensity range (e.g. 0.0-1.0), the frequency of intensity \( j \) and the sum of all frequencies, respectively. The histogram equalization equalized the intensities of the images in order to reveal the hidden details, especially in the areas with high densities. According to Figure 3, it could be seen that the images with the histogram equalization had the equalized intensities all over the images. Since, the histogram equalization could be a computer image preparing method utilized to progress contrast in images. This strategy as rule increments the global contrast of images when it usable represented by close contrast values. This allows for regions of lower local contrast to gain a higher contrast. In other words, there were almost all brightness levels. This equalization impaired the visibilities of the images or the visions of humans because the histogram equalization decreased the contrasts.

2.3.2 Global contrast enhancement

After the intensities or the brightness was equalized, the contrasts of the images were reduced. Hence, the global contrast enhancement was the methods that differentiate the colors of the intensities in order to enhance the contrasts of the objects or from the interested areas to the surrounding areas or the backgrounds as stated in Eq. (2).

\[ S_{k, \text{global}} = T(r_k) = \frac{(L - 1)}{MN} \sum_{j=0}^{k} n_j \]

where, \( r_k, S_{k, \text{global}}, k, n_j \) and MN are input intensity, processed global intensity, the intensity range (0, 1, 2 \ldots L-1), the frequency of intensity \( j \) and the number of all pixels, respectively. The contrasts were set by the ratio of the brightness and the intensity of the darkest point. This method was simple and quick. The results of the global contrast enhancement after the histogram equalization were shown in Figure 3. According to Figure 3, the global contrast enhancement affected the overall difference of the images. Unfortunately, the details of the images were clear and similar to the perceptions or human visions for differentiating objects.

2.3.3 Noise removal

The noises in the images must be erased some details in the images. As gaussian filter is a linear filter. It’s usually used to blur the image or to reduce noises. Therefore, the noise removal with the gaussian filter could result in more details and good qualities because the filter could reduce noises without affecting the signals at different locations such as the gaps between convolutions by using the convolution method with the mask or kernel as stated in Eq. (3).

\[ g(x,y) = \omega \cdot f(x,y) = \sum_{a=-a}^{a} \sum_{b=-b}^{b} \omega(dx,dy) f(x-dx, y-dy) \]  

where, \( g(x,y), f(x,y) \) and \( \omega \) are the filtered image, the original image and the 3x3 filter kernel, respectively. Every element of the filter kernel is considered by \(-a \leq dx \leq a\) and \(-b \leq dy \leq b\). The example of the image of the brain tumor after the noise removal is shown in the Figure 3.

2.4 Optimum thresholding

Generally, the histogram graphs of the brain tumors from the MRI images have more than one intensity of the objects that being segmented. This requires experiences to handle the graphs. Thus, this article presents the automatic thresholding (T) method that can optimally identify thresholds without requiring experiences. The mathematical basis for the method proposed is means of the grayscale values. Since, the mean is a basic feasible solution. It replied on finding the median of many segments and improved Otsu’s methods. It has the following steps.

- Step 1: Start randomly thresholding, \( T \).
- Step 2: Divide the grayscale values into two groups: \( G_1 \) Group with the grayscale values lower than the threshold \( T \) and \( G_2 \) Group with the grayscale values higher or equal the threshold \( T \).
- Step 3: Calculate the means, \( \mu_1 \) and \( \mu_2 \), of the grayscale values in \( G_1 \) and \( G_2 \), respectively.
- Step4: Calculate the new threshold, \( T_{new} = (\mu_1 + \mu_2) / 2 \), \( \Delta T = \text{abs}(T_{new} - T) \) and set \( T_{new} = T \).
- Step 5: Return to Step 2 if \( \Delta T < \theta \).
- Step 6: The optimal threshold is \( T \).

According to Figure 4, the automatic thresholding method only identified the optimal threshold that might be the correct threshold and resulted in undesirable segments of the brain.
tumors from the MRI images because there were only two group levels: white and black. Particularly, the pixels with the greyscale levels were lower than the optimal threshold would be considered as black. On the other hand, the pixels with the greyscale level were higher than the optimal threshold would be considered as white. Consequently, there were wanted and undesirable segments. These segment problems could be solved by applying the morphological methods [17] which especially using erosion in order to erase the undesirable segments and dilation for making the sizes of the images as similar as possible to that of the original images.

![Figure 4. The example of the optimal thresholding method and the morphological methods](image)

**3. THE EXPERIMENTS AND RESULTS**

This section presents the comparison of the results from the optimal thresholding process method and the other methods as well as the measured the performance of the optimal thresholding method.

**3.1 Experimental dataset**

To test the optimal thresholding method, the data of the brain tumors from the 100 MRI images in the public database of the Ferenc Jolesz National Center for Advanced Technologies Image Guided Therapy Department of Radiology, Brigham and Women's Hospital, Harvard Medical School (https://ncigt.org/) were used. These included the images of the brain tumors and the images of the brain tumors which analyzed by the experts for the users to identify the locations and the sizes of the brain tumors. The processing tools consisted of a computer with Intel Core i7 2.80GHz CPU, 16 GB memory, Windows 10 operating system and MATLAB 2016a program.

**3.2 Algorithm evaluation**

There were many evaluation methods. The common measurement metrics were accuracy, specificity and sensitivity. The accuracy was the ratio of the number of the correct images with the brain tumors. The specificity was the proportion of correct images without the brain tumors. The sensitivity was the proportion of correct images with the brain tumors. Generally, the accuracy (Acc) was used for evaluating the segmentation of the brain tumors from the MRI images as stated in Eq. (4).

\[
\text{%Acc} = \frac{TP + TN}{TP + FP + FN + TN} \times 100
\]  

where, \( TP, FP, FN \) and \( TN \) are the true positive images, the false positive images, the false negative images and the true negative images, respectively.

Not only the accuracy, but the erroneous number of the pixels of the brain tumors was also another index of the performance. The number of the pixels of the brain tumors from the segmentation was counted and compared to that from the public database.

**3.3 Performance on the proposed methods**

For testing each process of the optimal thresholding method of the brain tumors from the MRI images, five images were randomly selected from the public database in order to present the test results of the intensity manipulation, the optimum thresholding method and the morphological methods used to identify the brain tumors as shown in Figure 5.

![Figure 5. The results from testing the optimal thresholding method](image)

According to Figure 5, the intensity manipulation was the histogram equalization in order to make the intensities as close as possible to the uniform and to clearly affect the differences of the areas in the images that could reveal the details of the images and be similar to the perceptions or the visions of humans about differentiating objects. The optimum thresholding method was the main method that automatically and correctly identified the optimum thresholds without requiring experiences. As a result, the different thresholds were obtained (99 101 82 127 and 93 respectively). However, the optimal thresholds might not be the correct thresholds. Consequently, the undesirable parts of the segmentation might be obtained. Thus, it required the improvements with the morphological methods. Particularly, the erosion was needed in order to remove the undesirable parts from the images. Dilation was also needed in order to make the sizes of the images as close as possible to the original sizes. The numbers
of the pixels of the brain tumors were different (2,232, 2,707, 879 and 1,942 respectively).

According to Figure 6, the erroneous numbers of the pixels of the brain tumors from the optimal thresholding method are shown and compared to the samples from the public database. It was found that the shapes of the brain tumors from the optimal thresholding method were similar to that from the public database. The numbers of the pixels of the brain tumors from the optimal thresholding method had the maximum absolute error of 3.96%.

Not only testing the optimal thresholding method and identifying the erroneous numbers of the pixels of the brain tumors from the optimal thresholding method, but Table 1 also shows the comparison of the accuracies (Acc) of the optimal thresholding method and the other methods. The proposed method could identify and segment the brain tumors from the optimal thresholding method, but Table 1 also shows the comparison of the accuracies (Acc) of the optimal thresholding method, identifying the erroneous numbers of the pixels of the brain tumors from the optimal thresholding method had the maximum error of 1.26%.

As a result, the shapes of the brain tumors were similar to the samples which obtained from the public database. This is useful for evaluating treatments, improving the efficiency of searching for the tumors, and supporting the treatments with the color changes as well as the different brightness, contrasts, sizes and locations of brain components.

### 4. CONCLUSIONS

A brain tumor is the abnormal mass of the tissues in brains that are mainly diagnosed from medical images. Therefore, this article proposed the algorithm for the automatic segmentation of the brain tumors from the MRI images by using the iterative Gaussian filtering method, the calculation of the variances and the means of the numbers of the pixels of the objects and backgrounds, the calculation of the appropriate segmentation points for the morphology and the erosion with the image enlargements for automatically improving the structures of the images of the brain tumors with the RGB to Grayscale conversion process, the image quality improvement process and the optimum thresholding process, respectively. As a result, the shapes of the brain tumors were similar to the samples which obtained from the public database. This is useful for evaluating treatments, improving the efficiency of searching for the tumors, and supporting the treatments with the color changes as well as the different brightness, contrasts, sizes and locations of brain components.
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