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Misinformation and misleading actions have appeared as soon as COVID-19 vaccinations 

campaigns were launched, no matter what the country’s alphabetization level or growing 

index is. In such a situation, supervised machine learning techniques for classification 

appears as a suitable solution to model the value & veracity of data, especially in the Arabic 

language as a language used by millions of people around the world. To achieve this task, 

we had to collect data manually from SM platforms such as Facebook, Twitter and Arabic 

news websites. This paper aims to classify Arabic language news into fake news and real 

news, by creating a Machine Learning (ML) model that will detect Arabic fake news 

(DAFN) about COVID-19 vaccination. To achieve our goal, we will use Natural Language 

Processing (NLP) techniques, which is especially challenging since NLP libraries support 

for Arabic is not common. We will use NLTK package of python to preprocess the data, 

and then we will use a ML model for the classification. 
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1. INTRODUCTION

The emergence of social networks facilitated 

communication between people and the dissemination of news 

in general. It allowed the generation and the exchange of ideas 

through publications and comments until it became one of the 

powerful tools that helped disseminate and transmit 

information, especially Fake News [1]. There are two types of 

Fake News [2]: 

The first type is misinformation, which is unintended, so 

that a person can share information according to their ideas 

and the point of view. As for disinformation, it's role is to 

deliberately propagate deceptive information to mislead and 

harm people. In both cases, misinformation negatively affects 

people's experiences and decisions. 

Through our work, we have exposed misinformation about 

coronavirus vaccine as they have a serious impact on the 

health of individuals. There are many studies [2] in multiple 

languages in this field, especially in English. This is in contrast 

to the Arabic language, where the use of ML to detect false 

news is uncommon, despite Arabic being one of the world's 

most widely spoken languages. That's why, we decided to do 

general processing of Arabic text. 

Among the challenges that we have faced in this work is the 

lack of any data in news about the information related to 

coronavirus vaccines in Arabic, which we had to collect from 

various social networks and websites, where we were able to 

collect 1,000 pieces of information. 

Then, comes the role of NLP, a relevant artificial 

intelligence (AI) subdomain [3], able to reconstruct the spoken 

or written human language using computational methods. 

In this work, we will focus on Arabic natural language 

processing (ANLP). Arabic, a language we master as a mother 

tongue, contains some challenging specificities because of its 

complexity and lexical variations. ML simulates behavior 

through the use of learning algorithms that are adopted from 

vast amounts of data [4] that the computer learns and improves. 

As a result, the term “learning” was coined. where "learns" 

from data and extracts information from it. ML engines, on the 

other hand, are algorithms [4]. 

The social media interactions around COVID-19 

vaccination campaigns are a representative example of a rising 

phenomenon on the internet: misinformation, and we believe 

it represents a real benchmark for the method deployed in this 

paper. NLP is applied for preprocessing the datasets with the 

aim of using ML to deduce which of the four algorithms: SVM 

[5, 6], Random Forest (RF) [7], Logistic Regression [8, 9], and 

Gradient Boosting [10] provides the best results. 

Where they all excelled, RF has the highest proportion of 

F1-score ML classifiers with 91%. 

This work is structured as follows. The related works are 

described in the second section and the ANLP approach is 

presented in the third section. The main topic of the fourth 

section is ML, as well as some of its algorithms. The fifth 

section presents our methodology and results. The final section 

discusses the consequences of the detection of the Arabic 

misinformation and the conclusion. 

2. RELATED WORKS

Some studies classify misinformation detection as a hearsay 

resolution action with a multi-component model, such as 

misinformation identification, tracking, and stance 

categorization, which all assist in evaluating the veracity of 

disinformation. misinformation approaches can differ based 

on the data they're wanting (SM news such as comments, posts, 

and stories vs. large website articles), the ML algorithm used 

and the Language of preference. Some studies focus solely on 

the main tweet or post, while others look at other aspect of the 
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information, such as the conversation, responses, stories, and 

comments. 

Al-Yahya et al. [11] compared and evaluated the 

performance of NN and transformer-based language models 

for AFND. They also conducted a thorough investigation into 

the likely causes of the disparities in performance outcomes 

produced by the various techniques. The results revealed that 

transformer-based models beat NN, with the best transformer-

based model (QARiB) receiving 0.95 F1-score and the best 

percentage among neural networks (GRU) receiving 0.83.  

As for de Oliveira et al. [12], they investigated data 

preprocessing methods in natural language, routing, 

dimensionality reduction, ML, and assessing the quality of 

information retrieval. They also developed a definition to 

contextualize misinformation and then discussed research 

initiatives and opportunities.  

Bangyal et al. [13] started with data preprocessing using 

NLP, then applied a semantic model with TF-IDF weighting 

to describe the data, like with most research. They used eight 

machine learning methods for performance evaluation, 

including NB, Adaboost, CN, RF, LR, DT, NN, and SVM, as 

well as deep learning algorithms: RNN, CNN, GRU, and 

LSTM. They then trained and validated the rating model based 

on the results, and then tested it on a batch of unclassified 

COVID-19 fake news to forecast the sentiment category for 

each one. 

Research paper [2] provided a conventional AFND 

architecture based on textual features only. where the 

following deep learning models were employed to evaluate the 

performance: CNN, LSTM, BLSTM, CNN + LSTM, and 

CNN + BLSTM. The studies used three data sets, each of 

which contained the textual content of Arabic news stories. So, 

when using both basic training modes and repetition in the 

training process, the BLSTM model surpasses the other 

models in terms of accuracy rate.  

Based on our review of relevant works in the field of DAFN, 

it is clear that there is a limited amount of work in this area, 

thus, more research, investigation, and diversity are required. 

That is why we chose this topic to develop and cover the 

majority of its aspects. 

In Table 1, we summarize the previous works using the 

different models. 

 

Table 1. Comparative table of previous works 

 

Previous studies Models used 
Best 

result 

Al-Yahya et al. 

[11] 
QARiB, GRU 0.95 

Bangyal et al. [13] 
CN, RF, LR, DT, NN, SVM, 

RNN, CNN, GRU, LSTM 
0.97 

Khalil et al. [2] 
CNN, LSTM, BLSTM, 

CNN+LSTM, CNN+BLSTM. 
0.83 

 

 

3. ARABIC NATURAL LANGUAGE PROCESSING 

 

Today, one of the most active areas of research in data 

science is NLP [14]. It is a field at the intersection of ML and 

linguistics. Its purpose is to extract information and meaning 

from textual content. 

NLP is used in a variety of ways in our daily lives, including: 

text translation [15] (DeepL, for example), spell checker [16], 

automatic content summary [17], speech synthesis [18], text 

classification [19], opinion/sentiment analysis [20], prediction 

of the next word on a smartphone [21], named entity extraction 

from the text [22], etc. 

Most of the resources available today are in English, which 

implies that most pre-trained models are also specific to the 

English language. The method of pre-processing each 

language differs from the other, since the Arabic language is 

one of the rich languages. That’s why, we have adopted it in 

this work. 

Among the steps of the Arabic language pre-processing are: 

tokenization, punctuation and special characters removal, 

Stopword removal, spell checking, named entity recognition 

and stemming. 

To understand the steps of natural language pre-processing 

more closely, we extracted a sentence from the dataset. Where 

we applied all the steps mentioned earlier.  

As shown in Figure 1: 

 

 
 

Figure 1. The Implementation of the different steps of ANLP 

 

• Tokenization: used to divide the sentence into terms [23]. 

• Removal of punctuation and special characters: Used to 

delete special characters and punctuation (The number 

10000 has disappeared). 

• Stopword removal [24]: we also remove the empty words 

(we no longer see the words "و" (and), "الى" (to)). 

• Spell-checking: its role is to check spelling. 

• Named entity recognition: name entities are also removed 

((Bombay)" بومباي" has disappeared). 

• Stemming [25]: consists in cutting the end of the words in 

order to keep only the root of the word. 
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So far, we have only standardized the terms, which is 

insufficient for implementing ML techniques for classification, 

so it must first be converted into data that can be 

mathematically operated on. in this step, we finally manage to 

transform our words, now in the form of tokens, into numbers. 

There are several encoding methods, and each method has a 

different principle, such as binary, Bag-of-Words (BoW), and 

term frequency-inverse document frequency (TF-IDF) [26, 

27]. 

To know how each vectorization pattern works, we have got 

Table 2, it consists of 3 sentences in the Arabic language. Each 

sentence is considered news [12]. 

 

3.1 Binary vector space model 

 

Is the simplest vectorization model, in which a binary value 

has been allocated to each vector (With a value of 1 indicating 

that the phrase appeared in the document and a value of 0 

indicating that it did not). As shown in Table 3, this 

representation method is inadequate in terms of semantics 

because it provides no insights into the role of a word for the 

set of texts. However, because it facilitates the generation of 

binary comparison masks, this representation paradigm is very 

beneficial for algorithms that processing techniques are 

applied to textual data. Furthermore, only a few computational 

resources are needed for this paradigm [12]. 

The BoW method consists of using the entire corpus of data 

to encode the sentences. As we know that our corpus of data 
will never change, we will use it as a reference base to create 

encodings for the sentences. The idea is to count the number 

of times each word in the corpus appears in each of the 

documents, as shown in Table 4. 

Mathematically expressed as follows. 

Vd=[W1, W2,....., Wn-1, Wn] (1) 

 

where, Vd is the weight vector w for each sentence in the 

document d up to the n-the term. 

Each phrase entry relates to the count of the phrase entry 

that corresponds to it. For example, in the first sentence (which 

represents sentence T1), the first two inputs are "1,0": 

The first input corresponds to the word "نصائح" (Tips) which 

is the first word of the sentence, and its value is "1" because 

 .appears once in the first sentence of T1 (Tips) "نصائح"

The second input matches the word "مرضى" (Patients), 

which is the second word in the list, and its value is "1" 

because "مرضى" (Patients) occurs once in the third sentence of 

T3. 

The TF-IDF is a measurement that allows, from a set of 

texts, to know the relative importance of each word. This 

statistical assessment allows you to assess the significance of 

a term in a document in comparison to a collection or a corpus. 

The weight grows respect to the amount of times the term 

appears in the document. It differs as well depending on how 

frequently the word appears in the corpus. 

Mathematically, the equation is: 
 

𝑾𝒊,𝒋=𝒕𝒇𝒊,𝒋×𝐥𝐨𝐠(𝑵/𝒅𝒇𝒊) (2) 

 

where, 𝑡𝑓𝑖=Number of occurrences of i in j; 𝑑𝑓𝑖=Number of 

documents containing i; N=Total number of documents. 

The TF-IDF can be used to assess a document term's 

semantic relevance in relation to the entire collection. As 

shown in Table 5, the number of rows and columns is the same 

as in the BoW model. The TF-ISF is a variant of the original 

TF-IDF that is commonly used in summarizing texts at the 

sentence level rather than the document level.

 

Table 2. A toy example for vectorization techniques. 
 

 Arabic example English meaning 

Text 1 (T1) ' الشائعة','تجنب',' كورونا','ضد',' مناعة', 'تعزيز', ' نصائح ' ‘Tips', 'boost', 'immunity', 'against', 'corona', 'avoid', 'rumour' 

Text 2 (T2) ' كورونا', ' لقاح', 'حصل', ' الشائعة ' Rumours', 'happened', 'vaccine', 'corona' 

Text 3 (T3) ' لقاح', 'حصل', ' كورونا', 'مرضى ' ‘Patients’, ‘Corona’, ‘Happened’, ‘Vaccine’ 

 

Table 3. The binary model vector representation of the sample corpus displayed in Table 2 

 
Terms in Ar.  حصل لقاح شائعة تجنب كورونا  ضد  مناعة  مرضى نصائح 

Corr. Trans. to Eng. Tips Patients immunity against corona avoid rumor vaccine Happened 

T1 1 0 1 1 1 1 1 0 0 

T2 0 0 0 0 1 0 1 1 1 

T3 0 1 0 0 1 0 0 1 1 

 

Table 4. BoW model representation of the collection apparent in Table 2 

 
Terms in Ar.  حصل لقاح شائعة تجنب كورونا  ضد  مناعة  مرضى نصائح 

Corr. Trans. to Eng. Tips Patients immunity against corona avoid rumor vaccine Happened 

T1 1 0 1 1 1 1 1 0 0 

T2 0 0 0 0 1 0 1 1 1 

T3 0 1 0 0 1 0 0 1 1 

 

Table 5. The TF-IDF model was used to represent the sample corpus in Table 2 

 
Terms in Ar.  حصل لقاح شائعة تجنب كورونا  ضد  مناعة  مرضى نصائح 

Corr. Trans. to Eng. Tips Patients immunity against corona avoid rumor vaccine happened 

T1 0,60 0 0.73 0,90 0,90 0,73 0,60 0 0 

T2 0 0 0 0 0,70 0 0,60 0,89 0,67 

T3 0 0,80 0 0 0,93 0 0 0,78 0,81 

  

469



 

4. MACHINE LEARNING 

 

ML is a vital part of the rapidly expanding field of data 

science [4]. Using statistical methods [28], algorithms are 

taught to classify or predict data and identify key insights in 

data mining projects [29]. These findings are then used to 

inform decisions made within applications and businesses, 

with the goal of influencing key growth metrics. 

There are two principal types of ML classifiers: 

(1) Supervised learning is an automatic learning technique 

(ALT) where the aim is to automatically produce rules from a 

learning database containing "examples" (generally cases that 

have already been verified and processed). 

(2) Unsupervised Learning identifies clusters or groups 

based on unlabeled data, with very little human intervention. 

Its capacity to find difference and similarity in data makes it 

an excellent categorization tool. 

 

4.1 Random forest classifier 

 

RF is a ML, deep learning, and artificial intelligence 

learning model that is used to make predictions. It is made up 

of several decision trees, each of which is focused on a 

different aspect of the problem. Each produces an estimate, 

and the overall estimate is determined by the assembly of the 

decision trees, where the analysis is performed. Subsets of 

decision trees are randomly assigned to each model [30]. 

A RF operates on the bagging principle. The first step is to 

split of a dataset into subgroups (decision trees), after which a 

training model is proposed for each group. Finally, the 

outcomes of these trees are combined to produce the most 

reliable prediction. The final result can be determined in one 

of two ways. The mean of the forecasts obtained is calculated 

in a regression RF. As a result, all of the decision tree 

predictions are taken into account. It can also make a 

reasonable prediction without hyper-parameter tuning, as we 

will see in the GridSearchCV section. 

 

4.2 GridSearchCV [31] 

 

When creating a RF, the number of decision trees and 

variables must be previously established. The grid search is 

used to test several parameters and find the one that is most 

useful. As a result, it's an optimization tool that's particularly 

useful for determining the best parameters for a forest of 

decision trees. So, the Grid search is a hyper-parameter 

optimization method that allows us to test a series of 

parameters and compare performance to determine the best 

setting. 

The Grid Search is one of the simplest ways to test the 

parameters of a model among several options. For each 

parameter, we select a set of values to investigate. 

 

 

5. METHODOLOGY & RESULT 

 

As mentioned earlier, the goal of this research is to develop 

an automated classification model to classify Arabic fake news 

(AFN) based on an analysis of the Arabic text using NLP and 

supervised ML techniques. News articles containing any 

incorrect information are classified as "fake," while articles 

containing all verified (correct) information are classified as 

"real." 

Because there are no AFN records about COVID-19 

vaccination, we collected the data using hashtags and applied 

the ANLP method. 

Methodological approach is composed of four basic steps. 

Like any ML model, we need a dataset to train a model to 

predict the class of data in the test database. The raw AFN 

dataset is the fruit of a collection and preparation work. Each 

piece of information was transformed into a feature vector and 

saved to an xlsx file. To our knowledge, and based on our 

research, a public dataset for AFN containing both fake and 

real news with enough characteristics does not exist. We then 

merged two collected databases "Getting Real about AFN " 

containing false and real news about the vaccination of 

COVID-19 and "All the news" containing the real news. These 

databases were obtained after collecting them from several 

sites and SM. Getting Real about AFN: It contains text and 

metadata extracted from SM (Facebook, Instagram,) and 

websites. To collect the dataset, we used the following 

hashtags present in Table 6: 

 

Table 6. List of hashtags used to collect the dataset 

 
# Hashtags English Translation 

 Corona vaccine #لقاح_كورونا 1

 Corona virus vaccine #لقاح_فيروس_كورونا 2

 New Corona vaccine #لقاح_كورونا_المستجد 3

 COVID 19 vaccine #19لقاح_كوفيد_ 4

زرايلقاح_ف 5 # Pfizer vaccine 

 

5.1 Data pre-processing 

 

In order to create a NLP model, the first step is cleaning the 

data. The dataset can have unnecessary characters and missing 

values. 

 

5.2 Data cleaning 

 

• Deleting unnecessary characters: delete the following 

characters from text column: #.][! ()"". 

• Deleting punctuations. 

• Text correction. 

• Deleting repeating characters [13]. 

 

5.3 Tokenizing 

 

The purpose of tokenization is to break up text into smaller 

entities called tokens. The definition of what a token is, varies 

depending on the tokenizer used. A token can be a word, a 

character, or a sub-word. Tokenization is a fundamental step 

in every ANLP operation. Given the different existing 

linguistic structures, tokenization is different in each language. 

 

5.4 Stopwords 

 

It's common to remove Stopwords. Stopwords are 

considered common words in the language, but they do not 

have important information. Arabic Stopwords contain «  ,"لكن

 .in English ("But ", "of", "and", "q", "for ") « "من " "و", "ف ","ل

Some words like «   ,» وكيف «  « in English ("How", "and") 

(have extremely high recurrence in all Arabic texts and 

provide no meaning as our model will use to make predictions. 

Removing them will reduce noise and let our model focus only 

on the relevant words. To do this, we will use a list and close 
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on all articles by deleting all the words that appear in the list 

[32]. 

 

5.5 Stemming 

 

Stemming consists of reducing a word to its “root” form. 

The purpose of stemming is to group many variations of a 

word together as a single word. For example, once we apply a 

stemming to " يكتبون " (they write) or "كتب" (Wrote), the 

resulting word is the same. This makes it possible in particular 

to reduce the size of the vocabulary in BoW or TF-IdF type 

approaches. 

One of the best-known stemmers is the Snowball Stemmer. 

This stemmer is available in Arabic language. 

 

5.6 Data vectorization 

 

The majority of ALT do not use text directly, but instead a 

digital vector converts the text to a digital vector based. We 

use the "bag-of-words" method to calculate the frequency of 

each term [13]. 

 

5.7 Model evaluation and testing 

 

 
 

Figure 2. Research methodology 

 

For training and evaluating our model, we use performance 

measures. Then, we test the model with a set of test data 

representing a set of unclassified AFN for COVID-19 

vaccination, to predict the misinformation class of each 

dataset. 

We calculated five metrics to evaluate performance. 

Precision is the percentage of related cases among all 

recovered occurrences, and recall basically divides the sum of 

the recovered relative documents. The F1 counts the average 

recall and precision score. Also, the confusion matrix which is 

a measurement of various parameters used to evaluate the 

performance of the classification algorithm [13]. 

Four different classifiers were used to analyze false 

information about COVID-19 vaccination. Which are: RF, 

SVM, LR, and GB. According to the results of this search, we 

find RF classifiers and logistic regression performance better 

than other learning methods as they achieved a very high 

accuracy of 91%. 

The Figure 2, presents the structure of the classification 

system [13]. 

To evaluate the performance of the model, we will run the 

tests on a different set of tests to estimate the performance of 

the generalized model. 

 

5.8 Evaluation metrics for ML algorithms 

 

Evaluating ML algorithms is capital in the sense that a 

model may produce satisfactory results when tested against a 

metric such as accuracy score, but it may produce poor results 

when tested against other metrics. For example, logarithmic 

loss or any other metric of this type. The majority of the time, 

we utilize classification accuracy to evaluate the performance 

of our model; nevertheless, this is insufficient to fully analyze 

our model. This paragraph will go over the various types of 

evaluation metrics that are available [33]. 

Classification Accuracy: Classification when we use the 

term "accuracy," we usually mean "accuracy." It is the 

proportion of correct predictions to total sample count. It only 

works properly if each class has an equal number of samples. 

Logarithmic Loss: Logarithmic Loss, also known as Log 

Loss, works by penalizing incorrect classifications. It is 

effective for multi-class classification. When employing Log 

Loss, the classifier must give a probability to each class for 

each sample.  

There is no upper bound to Log Loss, and it exists in the 

range [0, ∞). A smaller Log Loss suggests more precision, 

while a higher Log Loss indicates lesser accuracy. 

In general, minimizing Log Loss improves the classifier's 

performance. 

Confusion Matrix: is produces a matrix as an output, which 

describes the model's overall performance. Let's pretend we're 

dealing with a binary classification problem. We have some 

samples that fall into one of two categories: yes or no. We also 

have our own classifier that predicts the class of an input 

sample. 

There are 4 important terms: 

(1) TP: (true positive) Correctly predicted the value as 

positive.  

(2) TN: (true negative) Correctly predicted the value as 

negative. 

(3) FP: (false positive) I mistakenly classified the value as 

positive, but they are actually negative. 

(4) FN: (false negative) I mistakenly classified the value as 

negative, but they are actually positive. Various evaluation 

metrics are displayed in Table 7 [33]. 

The following Table 8 shows the four classification models 

selected for this work, representing a variety of machine 

learning techniques and have been confirmed utilizing metrics 

F1-score, we have obtained the following results: 

From the previous Table 8, we can see that the results are 

too close, so actually any choice would be great. We have 

decided to use the RF Classifier since it got the highest cross 

validation F1 score. 
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Table 7. Evaluation metrics 

 
Metric Equation Explanation 

Accuracy (acc) 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 The percentage of correctly classified observations. 

Precision (P) 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 The percentage of positive classes correctly classified from a set of observations predicted to be positive. 

Recall (R) 
𝑇𝑃

𝑇𝑃 + 𝑇𝑁
 The percentage of positive classes that were correctly classified from the total number of observations. 

F1 Score 
2 ∗ 𝑃 ∗ 𝑅

𝑃 + 𝑅
 The harmonic mean of precision and recall metrics 

 

Table 8. Model selection 
 

Algorith. Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Mean 

RF Classifier 0.9085 0.9085 0.9085 0.9085 0.9085 0.9185 

LR 0.9111 0.9005 0.9247 0.9155 0.9159 0.9135 

Gradient Boosting Classifier 0.9000 0.8795 0.9209 0.9234 0.9214 0.9090 

Linear SVM 0.9039 0.8907 0.9180 0.9080 0.9000 0.9041 

 

After tuning our model using GridSearchCV, we have 

tested multiple values for each parameter, and finally we have 

obtained the following optimized parameter. As shown in 

Figure 3: 

 

 
 

Figure 3. RF Parameters 

 

Figure 4 present the following findings after training the 

model: 

 

 
 

Figure 4. Model report 

 

The average mean cross validation score is not enough to 

decide whether the model is good or not. In order to decide 

that, we have to use evaluation metrics: The F1-score obtained 

on our test set is 0.9. The recall obtained on our test set is 1 

and the accuracy obtained: 0.86. 

 

 

6. COMPARATIVE DISCUSSION 

 

The results of all of the ML models that were tested can be 

found in the Table 7. On a vast set of data for COVID-19 

vaccine AFND, we tested various models using the cross-

validation in the training-test process. Although certain 

classifiers outperformed other ML classifiers in terms of F1-

score, they all performed admirably. RF has the most F1-score 

ML classifiers, with 91%. 90% was attained using logistic 

regression and support vector machines. 

 

 

7. CONCLUSIONS 

 

The pace of information sharing has increased 

exponentially Throughout the previous decade thanks to the 

rapid adoption of SM platforms such as Facebook, Twitter and 

Instagram. Besides, this fast information growth, comes with 

side effects such as sharing AFN. Users are creating, 

consuming and sharing more information every day. The 

information could be real or not. AFN classification is a 

challenging research area, especially for languages that have 

few or no support at all of NLP libraries. In this paper, we have 

explored the methods and explained the pipeline we have used 

to create a ML model that would classify textual data to fake 

or real ones. We have trained the model using data that we 

collected manually from SM. In order to create the model, we 

have used python programming language and its libraries, and 

we have used four supervised learning models: Gradient 

Boosting and Support Virtual Machine. Finally, we have tuned 

its parameters using GridSearchCV. The model could be 

further improved by training it on more data, since our dataset 

is imbalanced. Getting more misinformation would help the 

model by getting more accurate results. We have talked about 

ANLP and its methods. Then we explained how we would 

apply those methods on our Arabic dataset. Finally, we have 

gone through the implementation and the results of the 

application. 

We hope to use a bigger and more complicated dataset in 

the future, and It's also possible to increase the number of 

labels. Other languages can be included by using special 

characters and numeric values. Emoticons, which are 

frequently used in SM largely to represent expressions, would 

be useful to include. 
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