How M5 Model Trees (M5-MT) on Continuous Data Are Used in Rainfall Prediction: An Experimental Evaluation
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ABSTRACT

When using machine learning to predict a class with a continuous numeric value, there are several issues. Only a few machine-learning approaches are capable of doing so, but it remains one of the most difficult jobs to do. In this paper, we show how to use the M5 Model Tree, an approach that can handle continuous numeric data. This method is a stepwise procedure that employs linear functions at the leaf nodes of any created decision tree inducer (such as CART). These M5 model trees provide basic practical formulas such as standard deviation (SD), standard deviation reduction (SDR), cost-complexity pruning (CCP), and so on, which may be simply applied to different benchmark data by another user. This study examines the M5 Model Tree algorithm's capabilities for analysing rainfall data in the Kashmir portion of India's Union Territory of Jammu & Kashmir. One of the best suited models was the M5 model tree, which was built using (70–30) percent training and test ratios, respectively, and predicted an RMSE of 2.593, an MAE of 1.68, and a correlation coefficient ($R^2$) of 0.478. Furthermore, M5 model trees produce models with a minimal number of trails, requiring less computing effort and making them more practical to use.

1. INTRODUCTION

For precise and methodical thinking in order to design future activities, real-time forecasts are essential. In order to create accurate and timely forecasts, the failure of present machine learning algorithms is a cause for concern. These early forecasts are critical for farmers, doctors, and others in fields such as agriculture, meteorology, and medicine [1]. Farmers worry that too much or too little rain may destroy their crops. It has impacted agricultural output in a number of arid and semiarid regions across the world, and it has emerged as one of humanity's most pressing challenges. Historical geographical characteristics such as vapor pressure, wind speed, humidity, temperature, density, and precipitation are utilized to determine future rainfall projections. Rainfall prediction has been done using a variety of soft computing methods [2]. Effective methods based on ANN and hybrid models have been used to predict rainfall in recent years. These technologies produce accurate and timely results, but their complicated designs are one of the major drawbacks of employing them. These models adopt a "black box" approach, in which the user can only assess the input and output numbers without knowing how the model works inside. On the rainfall data of Kashmir province, we evaluated the performance of an efficient M5 model tree technique, which is a stepwise approach that employs linear functions at the leaf nodes of any decision tree inducer (CART) produced [3]. Simple practical formulas such as standard deviation (SD), standard deviation reduction (SDR), cost-complexity pruning (CCP), and others are generated by these model trees, which may be readily applied by another user to different benchmark data.

Furthermore, because model trees generate models using a small number of trails, they need less computing time and are thus much easier to utilize [4, 5].

Because of its lack of implementation in important programmes like Python and MATLAB, the M5 Model tree approach did not gain awareness across datasets. In this article, we used M5 Model tree to forecast rainfall using geographical data. When compared to other traditional and ensemble methodologies, the M5 Model tree's novelty is in its mathematical and analytical execution, which has delivered several enhanced outcomes.

In this research, we present a mathematical and analytical implementation of a theoretical M5 Model tree. Python and its various libraries were then implemented using Google Colaboratory. The pseudocode snippet is shown in the next section. The M5 Model tree was determined to perform better in terms of accuracy.

This paper is organised as follows: Section 1 provides a quick review of Model tree, M5 Model trees. Section 2 is a quick overview of the literature. In section 3, the material and dataset are described, while in section 4, the implementation of M5 model trees and a quick analysis of the findings are explained, as well as each attribute's unique prediction. Section 5 ends the paper.

1.1 M5 model tree

A model tree is a machine learning technique that works with numeric continuous objective values, and the M5 model tree is the learning algorithm that can deal with them. According to Quinlan's (1992) presentation, the M5 model tree
technique combines any regular decision tree model with the probability of linear regression at the decision tree's leaf nodes. Because the decision tree looks to be a simple strategy, yet the regression function only has a few variables to work with [6].

The M5 model tree is built in two stages: a traditional decision tree and a linear regression function. To begin, the regression tree is constructed using the decision tree induction procedure. The standard deviation at each node will be determined to assess the predicted reduction in error for the splitting criterion. This node splitting in M5 will continue until there are very few instances left. Second, after constructing the normal regression tree, internal sub nodes are pruned and replaced with the regression plane rather than constant values. Pruning estimates the predicted error at each node [7].

Splitting takes a set, T, as input and divides it into smaller subsets, T1, T2, T3,...Tn. This is a recursive technique in which each sub-split is sub-split into offspring, and the process continues until there are very few instances remaining. At each internal node, this M5 employs a greedy approach to error minimization, with standard deviation reduction (SDR) determined one node at a time and provided by equation (1). A SDR is calculated at each node for splitting, and then cost complexity pruning (CCP), illustrated below (2), is applied at each leaf node to remove areas that may not be beneficial for the final tree, lowering the number of rules [8, 9].

\[
SDR = \frac{SD(T) - \sum_i SD(T_i)|T_i|}{|T|}
\]

\[
CCP = \frac{err(prune(T, t), S) - err(T, S)}{|leaves(T)| - |leaves(prune(T, t))|}
\]

Smoothing is also conducted after pruning on the created Model Tree, which is used to prevent the harsh discontinuities of the sub trees. Flattening the sharp nodes of nearby models is a typical way to enhance prediction accuracy [10, 11].

The split (Algorithm 1) and pruning (Algorithm 2) phases of the M5 model tree are specified in the code snippet algorithm (Pseudocode) shown below [12, 13].

Algorithm 1: Snapshot of M5 model tree approach with Split function

Algorithm 2: Snapshot of M5 model tree approach with prune & Error function

Fayaz et al. [14] provided a stepwise mathematical implementation of the logistic model tree (LMT), and the data for this study was acquired from the Indian Meteological Department (IMD) in Pune from 2012 to 2017, and it contains roughly 5580 records. Five factors make up the data, including humidity and temperature as independent variables and rainfall as the objective variable. The data utilized in the implementation process was discrete data, with the goal value depicting the presence or absence of rain. The model's accuracy statistics and various statistical measures were calculated, and the results were then compared to other traditional and ensemble models such as RF, DT, and DDT, with the logistic model tree outperforming these traditional and ensemble approaches.

Etemad-Shahidi and Mahjoobi [15] suggested a study in which the authors attempted to estimate major wave height in Lake Superior. This research uses Lake Superior wind and wave data from 2000 to 2001. The authors recommend M5 model trees over ANN because M5 model trees offer readily defined rules that humans can grasp. Furthermore, the findings show that M5 model tree error statistics were similar to those of ANN, although model trees were slightly more accurate.
Alipour et al. [16] used satellite pictures to calculate the reference evapotranspiration [ETo] estimate. This research was conducted at five Iranian weather stations. For the estimate, a basic linear regression with M5 model tree was created, and it performed better on the same set of data.

Nourani et al. [17] suggested a research based on the wavelet-M5 model tree for rainfall runoff modelling. The dataset was partitioned into three training and testing partitions (60-40 percent, 75-25 percent, and 50-50 percent, respectively), and the model was tested on daily and monthly rainfall scales. In both monthly and daily rainfall scales, the wavelet M5 model tree performs better, according to this study.

Solomatine and Xue [18] looked at an M5 model for flood forecasting in China. The M5 model trees and the ANN are compared head-to-head in this study, with both models accurately predicting high floods. Later on, a modular model based on a hybridization of the M5 and ANN models was created, which yielded the greatest prediction performance. Because this model is based on correlation analysis, it may be enhanced by adding hydrological information to refine the hydrological experts' inputs. As a result, utilizing the M5 model tree for classification, the supplied inputs will yield more hydrological features.

Some of the above literature studies of M5 model trees used in the geographical sciences are offered, however no study of M5 model trees used for rainfall prediction is presented. As a result, we conducted an experimental investigation of the M5 model tree on rainfall data to see how accurate and practicable the model is [19-21]. This research will assist us in determining why this algorithm is not commonly used, as well as evaluating the performance of M5 model tree on different types of data such as agricultural, health, and academic data [22, 23].

3. MATERIALS AND DATASET

The table (Table 1) below shows a description of the data collected and the multiple parameters utilized for rainfall forecast in all zones of Kashmir province [18-21]. The final instances of the dataset comprise roughly 5500 elements after the preprocessing of the data.

The numerous relative values of the historical geographical parameters utilized in the study are shown in the graphical form in below. Figure 1 depicts relative frequency distributions as graphical representations. The key benefit of utilizing relative frequencies as characteristics is that it allows you to compare different frequencies of the individual attributes. The possibility or likelihood of receiving an observation from each category in a blind or random draw may be calculated using these relative frequencies. As a result, if we choose one observation at random, there's a good probability it'll be consistent across the dataset. As a result, a relative frequency distribution is frequently referred to as an empirical or observed probability distribution.

![Figure 1](image.png)

**Figure 1.** Graphical representations of relative values of geographical data

Creating a frequency distribution for a numeric variable is a little more challenging. Because few, if any, individual observations will have identical values, individual values of the variable being defined as categories will nearly always result in a list of the original observations. As a result, defining categories as value intervals known as class intervals is typical practice. The intervals must not overlap, and each class interval should be the same size in reference to the measuring scale.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Station No.</th>
<th>Year</th>
<th>Station Name</th>
<th>Station Location</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Max Temp (°C)</strong></td>
<td>42026, 42027</td>
<td>2012, 2017</td>
<td>South, North &amp; Central</td>
<td>33.59°N, 75.16°E, 34.05°N, 34.38°E</td>
<td>7.6</td>
<td>35.4</td>
<td>18.04</td>
<td>8.80</td>
<td>77.48</td>
<td>-0.24</td>
<td>-0.86</td>
</tr>
<tr>
<td><strong>Min Temp (°C)</strong></td>
<td>42026, 42027</td>
<td>2012, 2017</td>
<td>South, North &amp; Central</td>
<td>33.59°N, 75.16°E, 34.05°N, 34.38°E</td>
<td>-</td>
<td>23.8</td>
<td>6.34</td>
<td>7.43</td>
<td>55.27</td>
<td>0.02</td>
<td>-0.84</td>
</tr>
<tr>
<td><strong>Humid12 (%)</strong></td>
<td>42044</td>
<td></td>
<td>Central</td>
<td>74.5°N</td>
<td>18</td>
<td>96</td>
<td>75.64</td>
<td>8.80</td>
<td>77.48</td>
<td>-0.24</td>
<td>-0.86</td>
</tr>
<tr>
<td><strong>Humid3 (%)</strong></td>
<td></td>
<td></td>
<td>Central</td>
<td>74.5°N</td>
<td>18</td>
<td>96</td>
<td>75.64</td>
<td>8.80</td>
<td>77.48</td>
<td>-0.24</td>
<td>-0.86</td>
</tr>
<tr>
<td><strong>Rf (mm)</strong></td>
<td></td>
<td></td>
<td>South, Central &amp; Kashmir</td>
<td>74.47°E</td>
<td>0</td>
<td>206</td>
<td>2.75</td>
<td>9.07</td>
<td>82.25</td>
<td>7.74</td>
<td>99.39</td>
</tr>
</tbody>
</table>

4. EXPERIMENTAL EVALUATION

We used the M5 Model tree technique on the dataset's 5 metrological parameters in this investigation. KNIME, an open source data analytics tool, was employed for the simulation investigation. The experiment was conducted on a 70-30 ratio, with 70% serving as the training set and 30% serving as the testing set. The dataset contains four independent continuous parameters: minimum and maximum temperatures, humidity at two different intervals, and a continuous dependent variable, rainfall [24, 25].

Following the evaluation of the data, multiple methodologies were used to examine the overall calculation of the data. The greatest number of rules generated using the Unsmoothed Unpruned M5 model tree was around 918, and when the pruning was applied and the smoothed linear model was used, the overall rules substantially decreased to 13 with little influence on performance, as shown in Table 2. The following is a clustered graphic that compares the number of rules in pruned and unpruned M5 linear models (Figure 2).
Table 2. M5 base model to check the number of rules

<table>
<thead>
<tr>
<th>Model</th>
<th>M5 Pruned Model Tree (Smoothed Linear Model)</th>
<th>M5 Un-Pruned Model Tree (Un-Smoothed Linear Model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M5 Base Model Rules</td>
<td>13</td>
<td>918</td>
</tr>
<tr>
<td>M5 Rules with M5 Pruned Model Rules Using Smoothed Linear Model</td>
<td>10</td>
<td>111</td>
</tr>
<tr>
<td>M5 Rules with M5 Pruned Model Tree Using Un-Smoothed Linear Model</td>
<td>16</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 3 depicts the structure of the model tree discovered by M5 Model tree for the meteorological dataset of Kashmir province, using just 13 rules (LM 1 to LM 13) as leaves. The whole tree is given below, with the property Max Temp chosen as the parent node since it has the biggest information gain of all the attributes. This procedure is repeated until all of the nodes have been computed [26], and the resultant leaf nodes will have values for Linear model functions at each leaf node of the created tree.

Figure 2. Clustered chart to compare the number of rules data

Table 3. Linear model Functions with Smoothed Linear models generated using M5Base model tree

<table>
<thead>
<tr>
<th>Linear Models</th>
<th>Rainfall Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Model_1</td>
<td>-1.41 x [Param_1] + 1.87 x [Param_2] + 0.02 x [Param_3] - 0.10 x [Param_4] + 21.20</td>
</tr>
<tr>
<td>Linear Model_2</td>
<td>-0.33 x [Param_1] + 0.15 x [Param_2] + 0.02 x [Param_3] - 0.03 x [Param_4] + 4.60</td>
</tr>
<tr>
<td>Linear Model_3</td>
<td>-1.86 x [Param_1] + 1.02 x [Param_2] + 0.20 x [Param_3] - 0.51 x [Param_4] + 44.51</td>
</tr>
<tr>
<td>Linear Model_5</td>
<td>-0.25 x [Param_1] + 0.41 x [Param_2] + 0.01 x [Param_3] - 0.02 x [Param_4] + 4.71</td>
</tr>
<tr>
<td>Linear Model_6</td>
<td>-1.41 x [Param_1] + 0.91 x [Param_2] + 0.35 x [Param_3] - 0.54 x [Param_4] + 45.90</td>
</tr>
<tr>
<td>Linear Model_7</td>
<td>-2.42 x [Param_1] + 2.25 x [Param_2] + 0.51 x [Param_3] - 0.80 x [Param_4] + 60.48</td>
</tr>
<tr>
<td>Linear Model_8</td>
<td>-1.86 x [Param_1] + 2.78 x [Param_2] + 0.51 x [Param_3] - 0.81 x [Param_4] + 38.22</td>
</tr>
<tr>
<td>Linear Model_9</td>
<td>-2.81 x [Param_1] + 0.60 x [Param_2] + 0.13 x [Param_3] - 0.37 x [Param_4] + 66.02</td>
</tr>
<tr>
<td>Linear Model_10</td>
<td>-0.55 x [Param_1] + 0.82 x [Param_2] + 0.22 x [Param_3] - 0.66 x [Param_4] + 45.02</td>
</tr>
<tr>
<td>Linear Model_11</td>
<td>-0.55 x [Param_1] + 0.90 x [Param_2] + 0.28 x [Param_3] - 0.82 x [Param_4] + 57.05</td>
</tr>
<tr>
<td>Linear Model_12</td>
<td>0.61 x [Param_1] + 0.27 x [Param_2] + 0.02 x [Param_3] - 0.14 x [Param_4] - 3.50</td>
</tr>
<tr>
<td>Linear Model_13</td>
<td>-0.22 x [Param_1] + 0.19 x [Param_2] - 0.019 x [Param_3] - 0.01 x [Param_4] + 5.80</td>
</tr>
</tbody>
</table>

where,
Param_1 [Minimum Temperature],
Param_2 [Maximum Temperature],
Param_3 [Humidity 12pm],
Param_4 [Humidity 3am]
Table 3 illustrates Linear Model functions for rainfall generated using M5 Base Model Tree with Smoothed Linear models.

Figure 4 shows a screenshot of the section of rules created by the M5 Model tree method. These created rules follow the IF-then ELSE criteria, where all the attributes are analyzed and the root node is chosen based on the maximum information gain, and the process proceeds to produce the leaf node with values (Linear Model_1 through Linear Model_13 Linear model functions).

![Figure 4. Generation of rules using M5 model tree algorithm](Image)

Figure 4. Generation of rules using M5 model tree algorithm

Since the major goal of this study was to analyze data using the M5 model tree approach, it was discovered that continuous target values may be studied more successfully than normal regression. Because when the regression tree is taken into account, the size of the M5 model created is relatively small. In a normal regression, the number of rules is equal to the total number of occurrences of the target variable, but in M5 model trees, the number of rules may be counted [27, 28].

The M5 model tree was applied to the same historical Geographical data for rainfall prediction, and the correlation coefficient was computed as shown in table (Table 4):

Table 4. Accuracy statistics

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.478</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>1.689</td>
</tr>
<tr>
<td>Mean Squared error</td>
<td>6.726</td>
</tr>
<tr>
<td>Root mean squared error</td>
<td>2.593</td>
</tr>
<tr>
<td>Mean signed difference</td>
<td>0.844</td>
</tr>
</tbody>
</table>

![Figure 5. Actual vs Predicted Graphs for the rainfall parameter using M5 model tree algorithm](Image)

Figure 5. Actual vs Predicted Graphs for the rainfall parameter using M5 model tree algorithm

The snapshot (Figure 5) above shows the actual and expected values for rainfall parameter generated from the M5 model.

5. DISCUSSION AND LIMITATIONS

Numerous scholars from throughout the world have attempted to predict rainfall, with variable results. Various methods, such as NARX and ANN models, are examples of recent advances. In order to improve on the literature ideas, Onyari and Ilunga [29] conclude in their study that M5 Model tree produces better outcomes than ANN-MLP. As a result, a mathematical framework was created and constructed for its implementation on Google Colab.

On the geographical dataset, the final accuracy statistics of the M5 Model tree offer astounding results, with the maximum accuracy measure obtained by any conventional or ensemble technique on the same amount of data [30].

Since then, we’ve statistically implemented M5 Model trees for rainfall prediction, and the consequences demonstrate a significant improvement in performance when compared to classical and ensemble techniques on the same set of data. However, the influence of M5 Model trees on other datasets was not investigated in this study. The findings in this work are inevitably restricted, and they do not account for several other research trends. As a result, it is strongly advised that the same implementation be tested on several datasets. Furthermore, scientific studies where M5 Model trees have been utilized for prediction purposes are not available, preventing us from comparing M5 models.

6. CONCLUSION AND FUTURE SUGGESTIONS

By applying the heuristic approach technique to build the series of linear models functions at each leaf node of the tree, this work primarily focuses on the production of rules from numeric predictions of continuous data. It explains how classification and regression issues may be turned into more common linear model function approximations. The major goal of this research was to analyze data using the M5 model tree technique, and it was discovered that continuous target values may be examined more successfully than normal regression models. Because when the regression tree is taken into account, the size of the M5 model created is relatively small. In a normal regression, the number of rules is equal to the total number of occurrences of the target variable, but in M5 model trees, the number of rules is countable [27, 28].

The M5 model tree outperforms the normal regression tree by having nearly 5 times fewer rules, lowering the size of the tree without hurting overall performance and allowing for the use of local linearity in the data. The M5 model tree's trimmed and smoothed findings suggest a subsequent rise in prediction accuracy. Smoothing, on the other hand, may often increase the complexity of linear models, making it difficult to examine forecast accuracies. The M5 model tree, which was built using (70-30) percent training and test ratios, was found to be one of the best fit models, predicting RMSE of 2.593, MAE of 1.68, and correlation coefficient ($R^2$) of 0.478. One of the key advantages of M5 mode trees over traditional regression trees is that traditional regression trees can never predict values outside the range of the trained model, but M5 model trees can extrapolate.
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