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1. INTRODUCTION

Classification is the study of methods that are used to categorize data based on distinct classes. We might call the class as targets, labels, or categories. Labels are the data we plan to build a prediction on. Categorization is a fundamental cognitive ability or the activity to distinguish between objects, events, or ideas, and these activities are in general called elements of experience. Category, class, or type are abstract groupings for experience elements that have criteria in common. Basically, classifying or categorizing is meant to simplify and quantize elements of experience so that it can be distinguished and learnable.

In Artificial Intelligence, data classification can be done by three or more methods. Some of these methods are listed as follows:

1. Distinct labeling of data or what is known as supervised learning. Once the desired output or target value is known. We use training data set for a model to yield the desired output. In essence, we are training a model on a set of data that consists of inputs and the desired output. The accuracy for the model is measured by loss functions. The loss functions measure the absolute difference between the actual output and the predicted output. By using the loss function, a recursive process can be conducted to minimize the error in the desired output from the predicted output. Supervised learning models can be optimized to reduce errors based on previous experience. With the large amount of data, supervised learning may have drawbacks, such as human errors in the data and time required in training [1-3].

2. Unsupervised leaning is unlike supervised leaning where the data is labeled. In the unsupervised learning models, the output are patterns that are searched for from unlabeled input data. These patterns help in solving clustered or related problems. The outputted patterns for the data may classify the properties of an inputted data. Advantages of unsupervised leaning is the absence of human involvement, and it allows to discover patterns or information that was previously unpredicted. The unsupervised learning algorithms deals with more complex tasks compared to supervised learning algorithms. However, the unsupervised learning algorithms can be more unpredictable.

   - Clustering
     The fundamental reason for clustering is to group data points that have similar properties, and or features. Features are commonly known values used in prediction. One of the most popular terms in clustering of labeled and unlabeled data is what is known as the k mean. Its main purpose is to cluster vague data.

   - Regression
     Regression is a statistical term that is different from clustering. Regression does not involve true and false in classified labels, instead, regression outputs unbound data.

   - Optimization of Neural networks
     In mathematical relations, optimization is the process of obtaining maximum and or minimum. In AI, optimization is methods or algorithms that are used to apply changes to neural networks attributes. Some of these attributes could be weights, bias and learning rate. Weights are the coefficients to the input data or could be thought of as signal strength. This can be shown in the equation below:

     \[ \text{Output} = \text{weight1} \times \text{input1} + \text{weight2} \times \text{output2} + \ldots + \text{bias} \]

     In neural networks there exist input layer that passes the inputs to next layer. Weights are applied in layers to perform transformation. Bias is used to make up the difference between the desired output and the function output. There are many AI optimization techniques have been developed, such as genetic algorithms, elephant herding algorithm. These techniques provide optimal or near optimal solutions.

     - Data division into classes as in unsupervised learning.
     - Distinguished features selection, and combinations of these stated methods.

     Based on the input of features or patterns [4-6]. The classifier can be used to distinguish the inputted data by performing needed actions to output a predicted class. Thereafter it's possible to use the calculated classifier to
implement an action [7-9]. In classification without the label, the data is inputted to the model, the model should return a class in a specific place [10, 11]. Classification descriptions and predications are two forms of data mining that can be used to extract models and their use to describe the important data classes or predict future data. From the set of training data, the model learns to predict the class label then we used this set to predict the class label of the new sample. The major goal of classification techniques is to maximize predictive accuracy.

To predict future data direction, the following is of concern as shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Proses of data prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find the missing elements in the datasheet</td>
</tr>
<tr>
<td>Predicting the outcome by the classification model</td>
</tr>
<tr>
<td>No dependence on the label of the class</td>
</tr>
<tr>
<td>Predication is based on both the label and the class model</td>
</tr>
</tbody>
</table>

### 1.1 Classification by regression

In general, classification involves the prediction of labelling, while regression involves the prediction of quantity. Multiple Linear Regression is an estimator for the relationship between two independent variables or several variables, used as an input, and a single dependent variable is used as an output. Input variables can be categorical, which contain a finite number of categories or distinct groups. Also, the input variables could be continuous.

To describe the relationship between variables, we usually fit a line in the observed data. This will allow us to estimate how the output variable changes concerning the inputted variables. To perform multiple line regression, we must use a formula as shown in Figure 1 where $y$ is the observed dependent variable [12-13].

\[
\hat{y} = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p + \epsilon
\]

**Figure 1. MLR model**

To find a class value using MLR we have to follow up the following phases (see Figure 2).

### Phase 1:
Use the input dataset (features) to build the MLR model, then apply this model to obtain the regression coefficients.

### Phase 2:
The following steps were used to implement this phase:
- Obtain the values of the feature (independent variables values).
- Use the regression coefficients to build the regression equation.
- Apply the regression equation to find the class value.
- Round the result to get the class value [14, 15].

### 1.2 Classification using artificial neural networks

Artificial neural networks (ANN) have been the most useful tool in dealing with many challenging applications. Some of these applications could be time series, regression [16, 17], and clustering. ANN is the type of model for Machine Learning (ML), which is relatively competitive to handle complex and non-complex problems. Variant of ANN is a feed-forward ANN (FFANN) [18, 19].

Feed Forward Artificial Neural Network (FFANN) where each neuron in the input layer is connected to the next layer as shown in Figure 3. FFANN contrasts with the convolutional layer where the output neuron is a subset of the input neuron. A single neuron cell performs two main functions as shown in Figure 4. the first function computes the product sum of the inputs with the weights. the second function computes the output of the neuron which depends on an activation function [20, 21] chosen for the neuron with specified layer.

**Figure 3. Feed forward ANN Architecture**

The following steps should be followed for the classification of FFANN (see Figure 5) [22-24]:

**Phase 1:** Training

In this phase we have to apply the following steps:
1. Select the input dataset (features) and targets (classes values), when necessary, preprocess data such as data performing normalization.

2. Perform architecture definition for the FFANN by defining the following:
   a) determine the count of the layers.
   b) determine the count of neurons in each layer.
   c) determine the function of activation for all layers.

3. The FFANN should be initialized.

4. Determine the parameter for the network such that the difference between the target value and the calculated value is close to zero.

5. Net should be trained in the specified features in addition to classes.

6. Verify that the difference between the computed value and the target value is close to zero. If not close to zero, then retrain and increase the number of training cycles.

2. IMPLEMENTATION AND EXPERIMENTAL RESULTS

The wheat seeds dataset was used as an input to the created models to generate classification. When the dataset for the seeds includes the species prediction. The seeds measurement was given by wheat of a different kind. This was a two-class classification binary case. The observation for the individual classes was balanced. There exist 210 observations with seven input variables and one output variable. The variable’s names are listed as follows:

1- Area
2- Compactness
3- Perimeter
4- Kernel length
5- Kernel width
6- Asymmetric Coefficients
7- Grove of kernel length
8- Classes 1, 2, and 3.

Nine samples are shown below in Figure 8.

We have two cycles for training the ANN, one feedforward and the second one for feed backward. The feedforward cycle calculates the output from the beginning at the input layer. And the second one computes from the output layer to the input layer, where it’s used to adjust the ANN weights as shown in Figures 6 and 7.

First, we apply MLR, the coefficients of the regression outputs are shown in Table 2.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a0</td>
<td>53.4436</td>
</tr>
<tr>
<td>a1</td>
<td>1.4891</td>
</tr>
<tr>
<td>a2</td>
<td>-3.2204</td>
</tr>
<tr>
<td>a3</td>
<td>-30.6774</td>
</tr>
<tr>
<td>a4</td>
<td>-2.3151</td>
</tr>
<tr>
<td>a5</td>
<td>0.2460</td>
</tr>
<tr>
<td>a6</td>
<td>0.1149</td>
</tr>
<tr>
<td>a7</td>
<td>2.1926</td>
</tr>
</tbody>
</table>

Applying the regression equation using the obtained regression coefficients we found the predicted values of the classes, rounding these values we can obtain the predicted class number for any given value of the independent variables. From the used 210 samples, 36 classes were wrong calculated, with a prediction error ratio equal to 17.14%. Figure 9 shows the target and the predicted classes, while Figure 10 shows the error between them (before rounding).
Second, we apply ANN mode:

ANN was created using the following features:
- Number of inputs 7.
- Number of outputs 1.
- ANN contains 2 layers, the first layer with 7 neurons and tansig activation function, the second layer with 1 neuron and linear activation function.
- The error was set to zero.
- The training cycle number was set to 2000.

ANN was trained using the same data set and targets, the trained ANN was used to predict the class number using specific features, here the max error obtained was equal to 1.7979e-005, which means that the prediction ratio is very close to 100%. Figure 11 shows the target and the predicted classes, while Figure 12 shows the error between them (before rounding).

From the obtained experimental results we can raise the following facts:
- MLR model is restricted to a specific prediction problem.
- Using the MLR model for prediction causes a high regression error ratio.
- To rapidly decrease the prediction error ratio we recommend using the ANN model.
- Building the ANN model is a very simple process, this model can be easily updated to suit any input data set with any target classes.

### 3. CONCLUSIONS

A wheat seeds dataset with various specifications for 3 classes of wheat were used as an input data set for a classification problem, an MLR model was built and implemented to calculate the wheat class number depending on a selected specification, the obtained results were acceptable but with prediction error equal 17.14%. To minimize the prediction error ratio, and to obtain a predicted class number closed to the target class, we recommend using the ANN model. The ANN model decreases rapidly the prediction error, it is very simple to build and update.
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