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In recent years with the increase in sharing tools and sites such as Meta, Twitter, 

WikiHow..., the web has become a constant and permanent source of scalable knowledge 

where users share their know-how in the form of procedural knowledge. This procedural 

knowledge, which consists of a successive set of steps for achieving a specific goal, is called 

good practice. Extracting and formalizing these good practices is a major asset in the field 

of artificial intelligence. In this context we present a new method for formalizing good 

practices extracted from the web, and extracting the best practice for a given request by 

applying the techniques of artificial learning and text summary on data graphs.  
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1. INTRODUCTION

Nowadays, the amount of information shared on the web far 

exceeds our ability to reduce and analyze it without the use of 

automated analysis techniques, especially with the advent of 

the social and semantic web and different technologies. 

Among the shared data, we find more and more the procedural 

knowledge (PK), known also as good practices, which takes 

precedence in online communities of practice [1]. These good 

practices are defined as working methodologies composed of 

a successive set of steps, which have been proven to achieve 

the desired objective. The major challenge in this case is to 

extract this PK in order to automate it and facilitate its reuse. 

According y, PK mining is the research field which offers 

automated analysis solutions. It uses a set of techniques and 

algorithms resulting from artificial intelligence in order to 

extract implicit and potentially useful knowledge, which can 

serve as a support to the decision-making process [2]. 

Several research works have addressed the problem of the 

PK exploration which has become essential for current 

advanced applications such as SIRI; or ALEXA: the voice 

assistants of Apple and Amazon. PK exploration is also used 

in the field of robotics; for example, Tenorth et al. [3] designed 

a robot that exploits PK of the web to achieve a crepe. Another 

example of application of such PK are the current information 

retrieval systems, which exploit knowledge graphs by Chu et 

al. [4] to answer the requests of new users who seek more 

explicit knowledge about the way of doing things rather than 

basic information (date, time, etc.). 

In this article we propose a new method to extract the best 

practice for a given query in order to automatically assist the 

user in their research process. Differentiating between a good 

practice and a best practice is a fairly subjective thing. Indeed, 

there is no formal definition in the literature of a best practice: 

if a good practice is certainly a practice that works and has 

been proven to achieve a certain objective, a best practice 

would therefore be a good practice sorted, selected and 

considered as better than the others. 

The new method uses various techniques, such as web 

scrapping; artificial learning; text summary; and graph theory, 

in order to achieve a series of steps: 

(1) extracting good practices from the web;

(2) formalizing them as a knowledge graph;

(3) and then exploring them to find the best practice for a

given query, by relying on indicators that measure the

notion of importance in a graph and identifying popular

peaks.

This body of this article is structured in three sections. 

Section 2 discusses the various related works. Section 3 

presents our proposed method in two parts: (1) how to 

represent good practices by using data graphs; (2) how to 

extract best practices by applying artificial learning techniques 

on data graphs. Section 3 shows the experimentation carried 

out on real data extracted from WikiHow. 

2. RELATED WORKS

Good practices or PK, have become the very essence of 

modern applications, robotics and current search engines. 

Exploring this knowledge has become a major challenge today. 

Several research works have focused on the tasks of extracting 

and exploring PK. Although the type of data processed differs 

from one approach to another for instance according to Kiddon 

et al. [5], these data take the form of a cooking recipe, and 

procedural manuals [6], and the common point is that it 

represents PK that brings together a set of successive steps to 

achieve a given objective. From our point of view we define 

PK as good practices within communities of practices, 

representing any know-how, formalized as a set of successive 

steps to achieve an objective. 

Data collection is the first step in any knowledge 

exploration process. Most of the work in the field, like [5, 7-

9], use free data available on sites or collected manually. Yang 

et al. [6] proposed a hybrid technique where the first part of 

the extraction of the knowledge, modeled as graph, is done 
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manually and the second part is done automatically using the 

sequential labeling method which associates each word of a 

sentence with a tag. The extraction of relations between nodes 

is based on a current probabilistic measure of the strength of 

association between two terms, called point mutual 

information. In our case it would be laborious to manually 

extract part of the knowledge. Indeed, the nodes of our graph 

represent good practices including their stages and the 

relations between nodes represent temporal order of stages in 

the text. For example, by reading a recipe we see that you 

cannot put a cake in the oven before you have mixed the 

ingredients. 

Other works like [4, 10] apply automatic tools, to extract 

data, such as the Stanford parser tool which browses web 

pages and extracts dependency trees [11]; and the OpenIE tool: 

Open Information Extraction systems, which allow to obtain 

the tuples "subject, predicate, object" from a given text [12]. 

However, these tools, which support designers in collecting 

information, quickly find their limit. in terms of functionality. 

For our part, we propose to feed a web scraping algorithm to 

extract the right PK from the shared website. The program 

explores the tree structure of web pages in order to extract the 

good practices and to represent them as a data graph. We opted 

for data graphs because their advantages in terms of flexibility; 

ease for updating; ease for calculation; and possibility to 

identify the measure of importance, etc. Here again the 

representation formalism differs from one approach to another: 

a situation ontology is created by Jung et al. [10] in order to 

model the dynamic aspect of PK but the inference on this type 

of ontology seems costly in time and memory space. A PK 

base is created by Chu et al. [4] to feed web graphs. This base 

is structured as a taxonomy of five elements: task; participant 

object; participant agent; place; and time. A meta-model is 

developed by Park and Motahari Nezhad [7] in order to 

describe a procedure in the form of a directed graph, where the 

objective to be achieved is represented by the main node, and 

the secondary nodes represent the elements: method; task and 

sub-actor; actor; time; location. This representation seems to 

be close to ours, except that our model only concerns good 

practices and stages they include, independently of the 

temporal constraints. Indeed, our major objective is not only 

the creation of a knowledge base but the extraction of the best 

practice based only on the stages it goes through. 

Different techniques are used in the exploration task 

depending on the objective of knowledge discovery. There are 

many methods that seek to extract or identify entities in the 

text such as the work in:  

• Feng et al. [8] which is 'supporting' artificial learning by 

reinforcement to extract the names of actions and their 

arguments; 

• Gupta et al. [9] which implements a baseline that uses a 

naive Slot-Grammar-based classification rule to extract 

instructions and decision points; 

• Jung et al. [10] which proposes a learning method not 

applied to a syntactic model, and the “CRF” Conditional 

Random Fields to extract actions in verb form; 

• Kiddon et al. [5] where we use an undirected learning 

algorithm on a segmentation model to extract verbs and 

arguments from the text; 

• Park and Motahari Nezhad [7] which uses end-to-end 

neural networks based on 2 models: HAE model snap into 

LSTM neural networks (long short term memory), to 

model the state of sentences in a text, and then sets up a 

word attention mechanism that captures the most 

important semantic information conveyed in a sentence. 

The MemoryNet model independently computes as input 

the vectors of phrases and stores or downloads them as 

needed.  

 

All these methods fall within the domain of natural 

language processing (NLP) and their purpose is the syntactic 

analysis of the text in order to identify the actions within good 

practices. However, the goal that we pursue is different since 

we extract and model good practices directly by exploring the 

tree structure of web pages represented as semi-structured data. 

Noura et al. [13] use the unsupervised K-means clustering 

algorithm, based on the Word2Vec similarity measure [14], in 

order to identify popular topics in clusters. The exploration 

task we are tracking doesn’t focus on the popularity of a 

subject but rather on the superiority of the practices. We also 

use unsupervised learning methods based on word embedding: 

specifically we use ourselves the measure of semantic 

similarity Word2Vec but in order to group practices similar to 

the objective sought by the user.  

Chu et al. [4] use a hybrid clustering in 2 phases based on 3 

different similarity measures: the Wu-Palmer measure; 

Word2Vec measurement; and vector similarity, to group 

synonymous tasks and disambiguate them. We then carry out 

the grouping of similar steps, but our technique does not 

require an ascending and descending phase during the 

clustering of the tasks. It is done in a single phase by the 

unsupervised algorithm DBSCAN [15], based on Word2 with 

what is less time consuming. Moreover in [4] the grouping is 

done during the design of the knowledge base. In our 

exploration task we do not group the practices similar to each 

other in the knowledge base, because whatever type of 

clustering is used, it will generate a loss of information. 

Therefore, the grouping is done during finding the best 

practice. 

Regneri et al. [16] use the ASM multiple sequence 

alignments to extract the events in the graph nodes and the 

Wordnet based similarity measure to merge similar nodes, 

except that to two or more nodes they choose, among all the 

steps grouped together, the one that will name the new node in 

the graph. Once again our method differs since we use 

techniques of text summary. Indeed, we use the PageRank 

ranking algorithm by Brin and Page [17] to classify the similar 

stages and thus choose the one with the highest score, in order 

to represent the new node in the graph of good practices. 

 

 

3. PROPOSED METHOD 

 

 
 

Figure 1. Method overview 
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In this section we present a new two phase method for 

conceptualizing good practices in order to extract the best one 

according to the goal sought by artificial learning on graphs. 

The procedure is sequence of two phases, as illustrated in 

Figure 1. In phase 1 we collect data, which we modeled as a 

directed graph in order to build a base of good practices. In 

phase 2 we extract the best practice for a given user query from 

the previous set of good practices obtained in phase 1. 

A detailed description of each phase is given in the 

following subsections. 

 

3.1 Conceptualizing good practices 

 

This phase includes two major steps: data collection and 

modeling of good practices.  

 

3.1.1 Data collection 

We apply an automated technique for extracting content 

from Web, called web scraping [18]. It focuses on 

transforming semi-structured data on the web, usually in 

HTML format, into structured (CSV format i.e. Coma 

Separated Values) data that can be stored and analyzed in a 

local database. It is necessary to launch an http request in order 

to parse the web content. In this way, HTML or XML 

documents are analyzed as a tree structure. 

 

3.1.2 Modeling good practices 

To model good practices we use oriented data graphs. The 

advantages of such a representation are undeniable. It allows 

to represent any object as node and any property as arc. 

Moreover, the graph is very flexible; one can increase it 

without attenuating it. A directed graph of good practice G is 

defined by a pair of sets V and E, noted G = (V, E), such that: 

V is the set nodes representing good practice and its sequential 

steps, and E is the set of arcs that connect nodes. The arcs in 

the graph are directed in such a way that they connect the steps 

of a practice to the goal to achieve by this practice. The 

direction of the graph is represented by incoming arcs starting 

from the first step (which represents a parent node without a 

predecessor) and going through all the intermediate steps until 

the last step, this one is then connected by an arc entering to 

the practice which is represented by a node without successor. 

Figure 2 presents an example of modeling a good practice 

"Make a cake" This practice includes 5 successive steps: 

“prepare the ingredients; “preheat the oven”; “Mix the 

ingredients”; “bake in the oven”; “Unmold the cake”. 

 

 
 

Figure 2. Example of good practice modeling 

 

3.2 Extracting the best practice 

 

This phase consists of extracting the best practice among 

those existing in the knowledge base for a given query. 

Considering the huge and increasing amount of PK shared in 

the web community, it is difficult to find the best among all 

existing ones. For example, if we launch a query to find a 

recipe for a cake, we would be faced with the dilemma of 

choosing among all of the returned results. Therefore 

identifying the best PK to bake a cake becomes laborious. One 

can certainly refer to online rating systems but again this 

requires analysis and evaluation of all ratings and comments 

to form an opinion. Differentiating between a good and a best 

practice therefore remains subjective. In our method, we 

consider the best practice as the practice having the most used 

steps by all the good practices with the same request. In other 

terms it is the practice passing by the most important steps 

represented as nodes. If a step in a practice is frequently used 

by other practices that seek to achieve the same request, then 

this step is considered as important in satisfying the request. 

Therefore, the importance of those steps can be quantified by 

the measures of centrality in the graphs which can be 

interpreted as a high degree of incoming centrality. This phase 

includes three stages:  

(1) The first stage aims at searching for similar practices, 

regarding a user request "r". We first look for all the 

practices having the same goalas "r". Hence we use an 

intuitive mathematical method based on “word 

embedding” to group together all practices semantically 

close to "r".  

(2) The second stage aims at merging similar nodes which 

represent identical steps. We use an unsupervised 

DBSCAN clustering algorithm [15] to group the 

semantically close nodes. Then we use a text synthesis 

technique to merge the resulting similar nodes.  

(3) The last stage aims at identifying the best practice that 

satisfies the user's request “r” from the new graph G. In 

this case we compare the importance of each path in the 

graph, which is visited to satisfy the request “r”. This 

importance measure is based on the paths crossing the 

nodes with the greatest number of incoming arcs to 

reach “r”. 

 

Figure 3 shows the phase of extracting the best practice for 

a query. We explain below in more details each stage of this 

phase. 

 

 
 

Figure 3. Phase of extracting the best practice 

 

3.2.1 Searching for similar practices 

Classical information retrieval generally relies on various 

supervised and unsupervised classification methods or 

similarity measures in order to return documents semantically 

close to the user's request. In our case, the proposed method is 

inspired from the WMD "word mover's distance" method [19], 
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which exploits advanced integration techniques such as word 

embedding, to calculate the semantic distance between text 

documents So given a user request, we consider each practice 

title in parallel with the words making up the request. After a 

series of pre-processing and cleaning (blank word deletion, 

lemmatization, tokenization) we calculate the semantic 

distance of the word vectors obtained using the Word2Vec 

word extension model [14]. The former is a two-layered neural 

network trained to predict the vector representation of words 

in context. More simply Word2Vec takes as input a text corpus 

and outputs a set of vectors for the words of this corpus, in 

order to group vectors of similar words in vector space. 

This machine learning requires a training base. We will then 

use the Google learning model [20] available on the web, made 

up of 300 vector dimensions for 3 million words and sentences. 

We will select the practices having vector representations 

closest to the query. Hence we define a function F (x, y) 

between [0,1] which returns the rate of similarity between two 

sentences x and y on the basis of the proximity between their 

vector representation using the Word2vec template [14]. We 

define a similarity threshold s = 0.7, beyond which two words 

are considered to be semantically close. We thus calculate the 

similarity score between the query and the existing good 

practices. Only the practices having a similarity score greater 

than the threshold will be selected. At the end of this stage we 

model a new graph G where the main node represents the 

request of the user r to which will be connected by incoming 

arcs all the selected good practices and the steps they 

encompass. 

 

3.2.2 Merging identical nodes 

After having selected the practices similar to the request 

sought by the user, we end up with a new graph G that may 

contain similar steps That is to say steps that are syntactically 

different but semantically identical, it would therefore be 

judicious to merge them. To do so we first group similar steps 

into separate clusters and then determine for each group of 

steps which sentence will summarize all of the steps to be 

merged into an end node using a text summary technique: 

Grouping similar steps. To group similar nodes together, the 

unsupervised DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) algorithm is used, which has the 

advantage of being efficient in terms of computation time 

without needing to predefine the number of clusters. This 

algorithm is used to cluster high density data points and does 

not take into account outliers in low density regions [15]. It 

has two main parameters: "eps" which determines the 

threshold above which 2 points are considered as neighbors 

and "min-point” is the minimum number of points to form a 

dense region. 

The DBSCAN algorithm takes as input the square matrix D 

of distances or dissimilarity between the steps of the graph G, 

which is equal to the complement of the square matrix of 

similarity S (D = 1-S). The similarity matrix S is calculated by 

using the same function defined in the previous paragraph F 

(x, y), (included between [0,1]), which returns the similarity 

score between two sentences x and y S(x,y) by applying the 

Word2Vec model [14]. Also in this case we only consider the 

similarity scores above the threshold s (s = 0.7): 

(1) If F (x, y)> = s: S (x, y) = S (y, x) = F (x, y). 

(2) Otherwise S (x, y) = S (y, x) = 0. 

Text summary. It is an important task of machine learning 

and NLP language processing It refers to the technique of 

shortening large texts with the aim of creating a coherent and 

fluid summary containing the main points highlighted in the 

document. There are two main types of NLP text synthesis: 

extraction and abstraction. Extraction methods select a subset 

of existing words, phrases, or sentences in the original text to 

form a summary. In contrast, abstraction methods first build 

an internal semantic representation, and then use natural 

language generation techniques to create a summary. Most text 

synthesis systems are based on some form of extractive 

synthesis [21, 22]. 

 

 
 

Figure 4. Example of text summarization technique 

 

In our method, we use text synthesis to merge the nodes 

representing the similar steps; so we search among each set of 

grouped steps the lexical representation closest to the others. 

For this, we use a similarity extraction method that identifies 

the most important points of a set of sentences. For each group 

of steps obtained during the clustering process, we first build 

a similarity matrix between the sentences representing each 

node (step) of the cluster, based on the Word2Vec learning 

model [14] From this matrix we generate a data graph where 

the nodes represent the sentences of the corpus and the arcs the 

links of similarity between these sentences. We then apply the 

PageRank classification algorithm [17] to classify the most 

important sentences. Recall that this algorithm identifies a 

node as being important if it is pointed to by other important 

nodes. From there we can identify the most important sentence 

in each set of steps that is the one that will have the most 

incoming arcs and thus we get the lexical summary of the steps 

grouped together. Figure 4 schematizes an example of a text 

synthesis process for similar nodes. 

 

3.2.3 Extracting the best practice 

In this last stage, we use data graph theories to extract the 

best practice for a given query r. More precisely, we use 

indicators that measure the notion of importance in a graph by 

identifying popular peaks. This notion of importance 

represents a major stake in several fields and in particular in 

the analysis of social networks, where we seek to identify 

online communities and influential people thanks to various 

measures of centrality of graphs [23]. In search of information 

the ranking of the results is also influenced by the degree of 

importance of a document. The best example remains the 

famous algorithm PageRank of Google [17] which says that a 

page is important if it is tagged by other important page. 

In our method we also exploit this notion of importance of 

vertices in graphs to evaluate good practices. The best practice 

for a given query will be the one with the path grouping the 

most important vertices. In order to quantify the importance of 

each path leading to the desired objective, we base ourselves 

on the degree centrality measure, also called the prestige 

measure [24]. This measure is the simplest form of the notion 
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of centrality. It is based on the idea that the importance of a 

node depends on the number of its neighbors and therefore on 

the number of its incident links. In graph theory, this number 

is called the entry or exit degree of a node, which is measured 

either by the number of its incoming arcs (the incoming degree 

of centrality) or by the number of its outgoing arcs (the 

outgoing degree of centrality). 

In our method we will compare the importance value of 

each path in order to identify the best practice. To quantify this 

importance we calculate the ratio between the sum of the 

incoming arcs of the nodes that each path traverses with the 

total number of nodes traversed. More formally we define the 

importance of each path by the Eq. (1): 

 

𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒𝑉𝑎𝑙𝑢𝑒(𝑃𝑗) =
∑ 𝐼𝑑(𝑖)𝑛
𝑖=1

𝑛
 (1) 

 

With: 

Pj: the path j that leads to the goal sought by the user's 

request, 

 n: the total number of nodes traversed by the path Cj to 

reach the desired goal, 

Id (i): the incoming degree of node i which results in the 

number of its incoming arcs. 

 

 

4. EXPERIMENTATION AND RESULTS 

 

Here, we present the experiment that we carried out on real 

data from the Web. This section is divided into two 

subsections. 

In the first we present the dataset extracted automatically 

from the WikiHow sharing site [15], which we formalized in 

the form of a data graph. 

In the second we test the feasibility of our method based on 

node clustering and text summary technique son a concrete 

example of our dataset. 

 

4.1 Conceptualizing good practices in WikiHow 

 

In order to test our method, we automatically extracted a 

dataset from the WikiHow sharing site. This collaborative 

platform of the net, created by Jack Herrick in 2005 [25] for 

automatically exchanging data and information around the 

world, provides a perfect framework for exploiting PK. It's a 

collection of information called also “How-to” that allows 

finding many alternative solutions to a specific problem. 

WikiHow platform is composed of a set of articles grouped by 

category. Each article contains a set of practices described by 

a set of sequential steps. Figure 5 shows the structure of the 

WikiHow site. 

 

 
 

Figure 5. WikiHow structure 

 

Our web scrapping algorithm is based on the Beautiful Soup 

and Lxml [26] python libraries which are placed as html and 

xml parsers in order to analyze the tree structure of a web page 

and search for the necessary data. The scraping algorithm 

searches for good practices in articles by category. For each 

category we extract all the items it contains, and for each 

article we extract all the practices and steps it describes. For 

our experimentation we are interested at the categories relating 

to the field of health and its derivatives. The result of the 

extraction is shown in Table 1. 

 

Table 1. Result of WikiHow extraction 

 
Number of categories 407 

Number of articles 9659 

Number of practices 27266 

Number of steps 348634 

 

The set of extracted practices and steps necessary to achieve 

each one of them, were modeled as oriented data graphs, 

where each good practice represents a parent node preceded 

by a set of successive nodes corresponding to the steps 

necessary to complete the practice.  

 

4.2 Extraction of best practices 

 

In this section we present the results obtained from a series 

of experiments carried out at each level of the best practice 

extraction phase (searching for similar practices, grouping 

similar nodes, and identifying the best practice): 

 

4.2.1 Evaluation of the research system for similar practices 

We evaluated the performance of our information retrieval 

system based on its ability to return relevant documents for a 

given query. In classical information retrieval the two main 

factors for evaluating IRS (information retrieval systems) are: 

the recall which signifies the capacity of a system to select all 

the relevant documents from the collection; and the precision 

which is the capacity of a system to select only relevant 

documents. However this requires having a pre-established 

model to perform the comparison, which is not the case for us. 

Therefore our assessment is based on a comparison between 

methods in the field, for this to do so; we have implemented 

search algorithms for similar practices using the two variants 

of similarity measurement, namely: 

(1) Word Moving Distance WMD [19], which exploits 

advanced integration techniques such as word embedding to 

calculate the semantic distance between text documents; 

(2) Term Frequency - Inverse Document Frequency TFIDF 

[27] which returns the similarity between two lexical entities 

in calculating the frequency number of a word in a document.  

We launched different queries in the different implemented 

systems, and we noticed that the practices returned by our 

method were more relevant for in comparison with those 

returned by WMD and TF-IDF. We find in Table 2 an example 

of the first 10 results returned for a request R1 “how to treat 

flu” for each implemented method. We notice that, among the 

best results returned by WMD, practices, such as “Meditate for 

Health”; “Be a Health Nut”; or “Do a Butterfly Stretch”, are 

not correlated with the searched request. The most similar 

practice to the query “treating the flu” is only ranked in the 9th 

position, which is quite aberrant as a result. On the other hand 

in TF-IDF, which tends to return better results than WMD, we 

find in first position of the ranking the same practice returned 

by our method. However the following practices in the 

rankings look less relevant. For example, we find in 2nd and 

3rd positions practices such as "Preventing the flu"; or even 

"identifying the flu", which are less relevant for the request. In 

our method we find in 2nd and 3rd positions practices like 

301



 

"Treating the Flu with Supplements" and "Treating a Cold or 

Flu at Home”, which are more relevant to the launched query. 

Figure 6 gives the similarity scores of the ten best practices 

returned by the three methods regarding the query R1, and for 

two other queries: R2, "how to be healthy and R3 "how to 

manage stress". We remark that our method surpasses the two 

others, to capture and return the relevant results with higher 

similarity rates. 

 

 
 

Figure 6. Curves representing the ten best similarity scores 

obtained by the three methods for the request R1 

 

For quantitatively evaluating the advantages of our method, 

in addition to the similarity scores, we compared the average 

execution time for a query R1 for the three methods: WMD, 

TF-IDF and ours.  

 

Table 2. The 10 best results obtained by using the three 

methods: WMD; TF-IDF; and our method for query R1 

 
Method 10 best results 

WMD 

Meditate for Health 

Be a Health Nut 

Do a Butterfly Stretch 

Dealing with the Aftereffects 

Inserting the Catheter 

Treating the health problem 

Treating the Cut 

Start a Healthy Diet 

Treating the Flu 

Create the Chart 

TFIDF 

Treating the Flu 

Understanding the Flu 

Preventing the Flu 

Identifying the Flu 

Diagnosing the Flu 

Treating the Flu with Supplements 

Recognizing Flu Symptoms 

Getting the Flu Vaccine 

Fighting the Flu with Food 

Preventing the Common Cold and Flu 

Proposed 

method 

Treating the Flu 

Treating the Flu with Supplements 

Treating a Cold or Flu at Home 

Diagnosing the Flu 

Getting the Flu Vaccine 

Understanding the Flu 

Identifying the Flu 

Preventing the Flu 

Treating Flu Symptoms with Medicinal 

Remedies 

Deciding When to Get the Flu Vaccine 

 

Evaluation results are presented in Table 3. We clearly see 

that the execution time of our proposed method is much 

shorter than the WMD time and very close to TF-ID time. 

These results are very encouraging considering the 

performance of our method. 

 

Table 3. Execution times of the three methods: WMD; TF-

IDF; and ours for query R1 

 
Method Execution time 

WMD 98,96766067 seconds 

TFIDF 1,466084003 seconds 

Proposed method 1,899108648 seconds 

 

4.2.2 Clustering evaluation 

We seek to measure the quality of our partitioning and to 

study the impact of the similarity metric on our classification 

algorithm. Therefore we use the silhouette coefficient [28], 

which calculates the quality of a partition of a dataset in the 

domain of automatic classification. The silhouette score varies 

within the interval [-1.1]:  

• 1: Signifies that the groups are well separated from each 

other and clearly distinguished; 

• 0: means that the clusters are indifferent, or we can say 

that the distance between the clusters is not significant; 

• and -1: means that the clusters are allocated in the wrong 

direction. 

 

4.2.3 Evaluation of the best practice 

We have parameterized DBSCAN with: the precomputed 

metric, whose input is the square matrix of distance or 

dissimilarity obtained by the Word2Vec model, and the cosine 

metric which calculates the distance between two vectorized 

points thanks to the TF-IDF measure.  

We then compared DBSCAN to another Kmeans 

unsupervised classification algorithm [29]. This algorithm 

requires choosing in advance the number of clusters K to do 

the data partitioning.  

The results of the experiment obtained for three sample 

requests: R1 "How to treat the flu"; R2 "how to be healthy"; 

and R3 "How to manage stress" are shown in Table 4. We 

clearly see that our method outperforms the others in terms of 

clustering quality. Indeed, we arrive at scores of 0.649 for the 

second request which is quite good. It is true that in the first 

and third requests, our score is around 0,5but it remains much 

higher than the others. Indeed, since the quality of the 

clustering in the case of textual data which is not quantitative 

but rather qualitative. 

 

Table 4. Silhouette score results 

 
Clustering SS(R1) SS(R2) SS(R3) 

DBSCAN (metric 

precomputed) 
0.554 0.649 0.522 

DBSCAN (cosine metric) 0.243 0.351 0.241 

Kmeans 0.149 0.565 0.329 

 

Another finding is that the Kmeans algorithm in the two last 

queries surpasses that of DBSCAN using the Cosine metric. 

Thus we can confirm that the metric strongly used impacts the 

quality of DBSCAN partitioning. In this experiment, 

DBSCAN with the precomputed metric outperformed Kmeans. 

 

4.2.4 Best practice assessment 

In this subsection we try to check the consistency of the 

results found in terms of best practice. As we had already 

specified, there is no precise way to determine the superiority 

of a PK on others. Also we don’t have any predefined 
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evaluation model, then checking the consistency of the results 

is quite tricky. In this evaluation scenario we consider the R1 

query "how to treat the flu”. We compare the results obtained 

using our method with the results obtained using the WikiHow 

platform. We have thus selected the article (we consider all the 

practices described in the article) returned at the top of the list 

which serves as the best results for our comparison, the results 

obtained are presented in Table 5. 

From these results, we note first that the best practice 

extracted by our method "Treating the flu" is more relevant 

than the best practices returned by the WikiHow site such as 

"Identifying the flu", or "Preventing the flu", that don’t 

represent relevant results for the request searched. 

Then, we note that the article returned at the top of the list 

by WikiHow contains four different practices from each other; 

each one addresses an aspect of the domain of the request 

while our method focuses on extracting a single practice which 

is considered the best. 

 

Table 5. Best practice results returned by WikiHow and our 

method for request R1 

 
Method Results 

Proposed 

method 

Best practice: Treating the Flu 

Steps: Rest - Stay hydrated and avoids cigarettes 

and alcohol - Fight a low fever with OTC 

medication -Take cold medication for other 

symptom - Identify a dangerous fever based on age 

- Watch for warning signs - See a doctor early if 

you are at risk of complications. 

Wikihow 

Best practice 1: Identifying the Flu 

Steps: Recognize the symptoms of the flu -

Distinguish between the flu and a cold. -

Distinguish between the flu and a stomach bug - 

Know when to seek emergency medical treatment. 

Best practice 2: Treating Flu Symptoms with 

Natural Remedies 

Steps: Get some rest - Stay hydrated - Take a 

vitamin C supplement - Clear mucus from your 

nose often - Use a heating pad - Relieve fever 

symptoms with a cool cloth - Gargle with saltwater 

- Try an herbal remedy to relieve your symptoms - 

Try a eucalyptus steam treatment. 

Best practice 3: Taking Medication to Treat Your 

Symptoms 

Steps: Buy over-the-counter medicine to treat 

symptoms - Give children the correct dosage - 

Take prescription medication as directed -

Understand that antibiotics will not treat the flu. 

Best practice 4: Preventing the Flu 

Steps: Get vaccinated before flu season -Talk to 

your doctor before getting the vaccine if you have 

certain conditions - Choose between the flu shot 

and the nasal spray vaccine - Practice good 

hygiene -Keep your body in good general health -

Take the flu seriously. 

 

We also notice that the best practices returned by WikiHow 

include some steps which are redundant, for example in the 

best practice returned in the article "Identifying the Flu" (if we 

refer to the order of ranking in the WikiHow article) we find 

stages like "Recognize the symptoms of the flu" and 

"Distinguish between the flu and a cold" which are similar. On 

the other hand as in our method we carry out the grouping of 

similar steps, this allows to avoid the redundancy of the steps 

to follow in the extracted best practice for a given request. 

We have run our experimentation on a series of queries and 

each time our method outperforms the results returned by 

WikiHow in terms of relevance even though the practices 

returned by WikiHow represent good results but do not satisfy 

the main aspect of the query. 

We can thus conclude that our method manages to extract 

for each request the best practice in terms of overall 

consistency with the subject sought and also groups together 

the most important steps that each process must follow to 

achieve its objective. 

 

 

5. CONCLUSION AND PERSPECTIVE 

 

In this article we have presented a new method to 

conceptualize good practices and extract the best practice for 

a searched request. We have demonstrated the feasibility of 

our method on real knowledge extracted from the WikiHow 

sharing site. The use of graphs to model PK has proven to be 

very advantageous in terms of flexibility but also regarding the 

possibilities offered by such a formalism to identify the 

importance of the paths representing the best practices thanks 

to the different measures of centrality of the graphs. 

The results of the experiment obtained demonstrated the 

superiority of the Word2Vec model for the research of 

practices similar to a query. We found that this metric manages 

to capture the high similarity scores compared to the similarity 

measures WMD, and TF-IDF and also that the results returned 

by our method were more relevant. We have also observed that 

DBSCAN is sensitive to the choice of the metric used, the 

silhouette scores obtained for the different lines of codes have 

shown that the clustering used is better than the others. It is 

difficult to evaluate a best practice among others, especially 

since we do not have a pre-established model but by 

comparing the best practice extracted by our method and the 

best practices returned in the article at the top of the site's list. 

We clearly see the relevance of the results of our method 

compared to other WikiHow results. 

As a perspective, we plan to extend the search for good 

practices for a query, not dedicated only to the sentences 

describing the practices, but also to the steps they include, in 

order to identify the knowledge conveyed in practice as a 

whole for capturing an even more relevant know-how. 
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