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In the past few decades, the offline recognition of handwritten Indic scripts has received 

much attention of researchers. Although an intensive research has been reported for various 

Indic languages, limited research work is carried out for handwritten Odia, Bangla character 

recognition owing to their complex shapes and the unavailability of the standard datasets. 

This paper proposes an automated model for recognizing both handwritten of Odia 

characters and numerals, along with Bangla numerals with maximum optimization 

efficiency. The proposed model primarily deals with feature optimization parameters which 

mainly comprises of three parts. Firstly, the fast discrete curvelet transform (FDCT) is used 

to derive multidirectional features from the character images. Secondly, PCA along with 

LDA is used to reduce the dimension of the feature vector. The features are finally subjected 

to both least-squares support vector machine (LS-SVM), and random forest (RF) for 

classification. The effectiveness of proposed model is evaluated over three benchmark 

datasets such as Odia handwritten character, Bangla numeral and Odia handwritten numeral. 

The efficacy of proposed model achieves superiority as compared to state-of-art techniques. 

The discriminatory prospective of FDCT along with PCA and LDA features is establish 

more suitable than its counterparts. 
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1. INTRODUCTION

The optical character recognition (OCR) is one of the 

complex analysis in the field of pattern recognition, and has 

created a huge impact in the digital world. A prominent 

recognition system must demonstrate high accuracy and must 

be feasible in nature in order to meet the current requirement 

of the industry. The automation of a recognition model of 

handwritten scripts has a significant impact on various sectors, 

such as the insurance industry, the operation related to banking, 

postal services, etc., in the digital world. The recognition 

system is required not only for handwritten texts, but also for 

printed scripts [1]. Initially, OCR has been used for various 

scripts of languages, such as English, Arabic, Japanese, 

Chinese, etc., across the world and then it has been extended 

to Indian regional scripts as well [2]. In an ideal OCR system, 

the extraction of proper discriminant features from the 

characters, symbols, and words is considered the most 

important stage. Similarly, the selection of a classifier is 

considered another important aspect, which exhibits a 

significant impact on recognition accuracy. In the past few 

decades, researchers have focused on Indian regional scripts 

and found it more challenging. However, Indian scripts are 

categorized in terms of state wise distribution; among which, 

Odia regional language is one of the ancient languages listed 

in the Devanagari script. This regional language is widely used 

in the eastern zone of India. The recognition of handwritten 

characters of Odia scripts is very much interesting. Although, 

a considerable amount of work has been devoted for automatic 

classification for document analysis [3-7]. However, the 

earlier studied not that focused on optimize feature selection 

and good recognition rate is still far away. Therefore, there 

exists an enough space for optimal feature selection in order to 

get higher recognition accuracy. 

In this proposed model an automated classification model 

for handwritten Odia characters, numerals and Bangla 

numerals has been studied. However, most of the Odiya 

character appear same in orientation, structure, and shape. 

Moreover, the handwritten format is considered a quite 

difficult task as various writers write in various ways, so it is 

quite difficult to predict the correct class level. Generally, all 

OCR models depend on two basic factors, such as feature 

selection and classifier used in a recognition model. 

Fundamentally, there are 49 numbers of characters (consonant 

and vowels) and 10 numbers of numerals in both Odia scripts 

and Bangla scripts. In addition, there are also some special 

characters, known as conjunct characters, which are obtained 

by combining one or more consonants. One advantage in this 

script is that it has no concepts of uppercase and lowercase 

systems [4]. In order to predict the correct level in the proposed 

model the statistical analysis of a character image set has been 

successful studied. After successful analysis of above 

mentioned issue, the proposed system have addresses an 

automated recognition model by selecting optimal feature 

section. The major contributions of this paper can be outlined 

as follows: 

• The invariant features of the processed image using fast

discrete curvelet transformation (FDCT) have been

performed to select the approximation feature vector from

the third level decomposition.

• The effectiveness of multi-variant feature selection in

terms of principal component analysis (PCA) has been
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studied for achieving reduced feature set. 

• The outcome of PCA is process harnessed through Linear 

Discriminant Analysis (LDA) to list the different ratio in 

terms of the number of feature vectors and treated them as 

key feature values. 

• To analyze the effectiveness of proposed model, we 

consider three standard multi-script handwritten character 

and numerals of both Odia and Bangala script. 

Furthermore, the comparison study has been performed 

with recent existing approaches and the results reveal the 

potential of the suggested model. 

This paper is organized as follows. Section 2 gives the 

description about state-of-art related work. Section 3 discusses 

the details of the proposed methodology adopted in current 

research study. The evaluation results of the standard datasets 

and their comparisons with the existing schemes are presented 

in Section 4 and 5, respectively. The concluding remarks and 

future research directions are presented in Section 6. 

 

 

2. RELATED WORKDONE 

 

Due to variations in writing patterns, handwritten character 

recognition has been much challenging as compare to the 

printed ones. All character recognition system is completely 

based on the key feature selection followed by a classifier. In 

related to proposed model, a considerable amount of work has 

been reported by considering both the Odia character and the 

numerals. Patra et al. [4] presented a probabilistic model for 

the handwritten characters by incorporating some rotational 

variant and invariant features and exhibited a satisfactory 

accuracy of 99% over the character dataset with the help of the 

neural network. In the subsequent year, Pal et al. [8] evaluated 

the curvature feature for feature extraction by using a bi-

quadratic interpolation method and divided it into different 

levels such as of concave, linear, and convex regions. They 

observed an accuracy of up to 94.6% which was experimented 

on 18,190 samples of handwritten characters. An HMM-based 

recognition system was reported by Bhowmick et al. [9] for 

handwritten numerals by implementing strokes as the primary 

features. They successfully reported horizontal and vertical 

strokes for the training and testing of the dataset. As for 

recognition, the accuracy of 95.89%, and 90.50% was reported 

for handwritten numerals. Subsequently, Chand et al. [10] 

performed the recognition of characters. Here, they 

implemented the support vector machine (SVM) associated 

with the Gaussian kernel function (GKF), and the analysis of 

results showed recognition rates of 94%, 97%, and 99%. Pujari 

et al. [11] proposed a new adaptive method of stroke 

prevention. Some algorithms tested the data image to maintain 

the structural analysis of numerals, which included 

connectivity, topological, etc., and provided their comparative 

analysis. Mitra and Pujari [12] reported a recognition system 

for printed characters. The directional decomposition method 

was used that calculated in four directions along with five 

zones. Subsequently, they achieved high accuracy by using the 

support vector machine as a classifier. Nayak and Nayak [13] 

carried out the work related to conjunct characters by using the 

genetic algorithm (GA) with BPNN in order to obtain an 

optimized classification system. They also carried out 

performance analysis among BPNN and genetic algorithm 

optimization neural network (GAONN). In this case, GAONN 

performs much better as compared to BPNN. Kumar et al. [14] 

presented an anti-miner algorithm for handwritten characters, 

which broadly analyzes the character image both in the matrix 

space and in the feature space. Dash et al. [15] suggested an 

evolutionary approach for handwritten numerals. All 

calculations were carried out by considering structural and 

topological features by using stock-well transformation with 

accuracy of 99.1% recognition accuracy according to zone 

optimization and validated the system. Dash et al. [16] 

introduced a new Krish gradient operator and a curvature 

feature-based recognition model and successfully 

implemented the feature set in order to reduce the 

dimensionality and tested the quadratic discriminate function 

(QDF) and the MQDF classifier. According to their analysis, 

MQDF was observed to be better as compared to QDF with an 

accuracy level of 98.5%. Pujari and Majhi [17] concluded a 

probabilistic analysis for various classifiers by simulating 

curvature and gradient-based feature sets. They also selected 

decision tree, ANN, SVM, and DA as classifiers, and among 

them, SVM achieved the highest recognition rate of 95.5% and 

90.5% for gradient and curvature-based feature vectors, 

respectively. In the other phase, Dash et al. [18] suggested a 

variety of transformation, such as Slantlet and Stockwell, over 

numeral datasets, which are normally wavelet-based feature 

vector. They achieved 95.04% and 98.8% accuracy for the 

respective transformation by using K-NN classifier. Sethy and 

Patra [19] evaluated the Binarization and discrete cosine 

transformation as a feature extraction method and performed 

the recognition phase by using the NN classifier and achieved 

80.2% and 90% accuracy for the recognition rate. Later, the 

authors employed dimension reduction for the feature vector. 

They evaluated the principal components and reduced the 

dimensions. 

As discussed earlier, dimensionality reduction was achieved 

by to the eigenvalues of the principal components observed up 

to 94.8% accuracy by back propagation neural network [20]. 

In addition, Mohapatra et al. [21] has introduced the 

orthogonal transformation-based features, which are discrete 

in nature. They focused on variant images of character sets and 

reported the significance of PCA over the datasets. As an 

outcome 98.5% accuracy over handwritten samples by using 

BPNN as a classifier was reported. Sarangi et al. [22] 

introduced a Hopfield based neural network and reported the 

pattern matching of handwritten numerals and an overall 

recognition rate of 95.4%. Some work also reported to both the 

Bengali numerals and character by Das and Pramanik [23]. 

They had reported the significance on convex hull feature of 

the numerals. Once again in the following year Rubby et al. 

[24] had suggested over a light weight CNN for recognition of 

Bangla handwritten characters which consists vowels and 

consonants. They had focused on the Bengali handwritten 

numerals and harnessed the CNN based approach for 

recognition. Here they have taken Ekush and CMATERdb 

dataset and achieved 97.73%, 95.01%, respectively. Bora et al. 

[25] performed a deep learning based approach along with 

some Error Correcting Output Code classifier, CNN classifier. 

They had reported very good recognition rate with proper 

training and testing of the dataset. In same context, some 

holistic based approach has been shown by Das et al. [26] for 

recognition of isolated character by implementing H-Wordnet 

based deep learning strategies and a result of 96.17% 

recognition accuracy over handwritten characters. Sethy et al. 

[27] has reported the significance of the activation function in 

CNN based classifier. A novel feature learning based approach 

has been reported by Das et al. [28] by considering multi-

objective Jaya optimizer for recognition. The main task is to 
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reduce the inter class variance and to optimize weights of 

neurons. Some counter based feature was reported by 

Kessentini et al. [29] by considering two sliding window 

concept of dissimilar width to report lower and upper counter 

of the data image. Later on Thomas et al. [30] introduced a 

HMM based approach along with a neural network for 

recognition handwritten characters. Cheikhrouhou et al. [31] 

have introduced a script identification based technique for 

identifying printed characters. They have set up a deep bi-

directional neural network and HMM based system for 

recognition of multi-script document. To achieve maximum 

system performance a new model had been reported by 

Kessentini et al. [32] by adding a DST module with SVM 

classifier for recognition of writer handwriting. Jemni et al. [33] 

had introduced a deep neural based feature of character images 

and establish a recognition system for character datasets. 

While looking over many researchers' work in the OCR 

system, some of the work shown in the following Table 1 is 

quite noteworthy. 

 

Table 1. Summary of various researchers related to OCR 

 
Author name Reported Feature Extraction Method Reported Classifier Reported Recognition Accuracy (%) 

Patra et al. [4] Mellin,Zernike Moments NN 99 

Pal et al. [8] Bi-Quadratic Interpolation Method NN 94.6% 

Bhowmick et al. [9] Stroke Calculation (Horizontal, Vertical) HMM 95.89%, and 90.50% 

Chand et al. [10] Gaussian kernel function Based SVM 94%, 97%, and 99%. 

Pujari et al. [11] Curvature Feature SVM 90.5% and 95.5% 

Rubby et al. [24]  CNN CNN  97.73%, 95.01% 

Das et al. [26] H-Wordnet based deep learning strategies CNN 96.17% 

 

 

3. PROPOSED METHODOLOGY 

 

 
 

Figure 1. Proposed CR model for handwritten character and 

numeral 

 

The proposed model for handwritten character recognition 

is illustrated in Figure 1. The proposed model aims to 

recognize both Odia and Bangala numerals by incorporating 

two vital stages such as pre-processing (Gaussian filter, 

morphological operation) and feature selection followed by 

classification using standard databases of handwritten 

characters and numerals are collected from various research 

institutions. The detailed descriptions of each stage are 

discussed in subsequent paragraph. 

 

3.1 Materials preparation 

 

In the experimental setup, the authors have used the 

standard database of handwritten Odia character that is taken 

from NIT, Rourkela [34]. However, for numerals, the authors 

have also used the database from IIT, BBSR [15] and NIT, 

Rourkela [35]. The numeral dataset consists of 10 numerals 

starting from 0 to 9 and the character set consists of 47 

characters as depicted in Figures 2-4, respectively. 

 

 
 

Figure 2. Sample of handwritten Odia numeral database 

from IIT, BBSR 

 
 

Figure 3. Sample of handwritten Bangla numeral database 

from NIT, RKL 

 

 
 

Figure 4. Sample of handwritten Odia character database 

from NIT, RKL 

 

In the above discussed databases, more than 500 samples 

are listed for the 10 numeral categories and 350 samples are 

listed for the 47 characters, which were collected from various 

individuals. Hence, the total input size of handwritten 

numerals and characters was 500×10 (5000) and 350×47 

(16,450) images, respectively. 

 

3.2 Pre-processing 

 

In the OCR system, preprocessing is considered as a crucial 

step in proposed model, as this state makes the image free from 

noise and other unwanted features and also improves the 

quality of the object image. In order to obtain noise-less 

images, the Gaussian filter selected imperially. In order to 

report a high percentage of the accuracy for the handwritten 

recognition model, the authors have also performed dilation 

morphological operation over the handwritten image to detect 

the exact location of edges and the boundary line in an Odia 

character and numerals. 
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3.3 Adopted feature selection procedure 

 

The process of handwritten character recognition involves a 

well-defined approach for the segmentation and feature 

extraction. As this process is performed in the Odia character 

and numerals, it is quite interesting to report the uniqueness of 

each image. As there are few variations in numbers as 

compared to characters, there is always ambiguity in the 

classifier. Different handwritten patterns used by different 

writers make the recognition problem more complex. In order 

to find a feasible solution to such problems, the authors must 

have applied a significant feature section method for each 

individual character as well as a classic one. This calculates 

the minimum key values or characteristics, which makes it 

different from the others. Here, in the proposed model of the 

handwritten recognition system, the authors have suggested a 

classical technique named as curvelet analysis [36]. For the 

proposed experimental setting, selected fast discrete curvelet 

transformation (FDCT) [36, 37] as our feature extraction 

technique. Initially, the Fourier transformation was applied, 

and then the wavelet transformation was used. The wavelet 

transformation [38] is considered very efficient in representing 

1D object, but it is quite challenging in representing 2D and 

multi-scale objects such as curve and lines. The basic 

difference between the curvelet and the wavelet 

transformation lies in the orientation degree of localization. 

Mostly, these are outcome based and concentrate on attributes 

such as resolution and directional selectivity, whereas 

localization outcomes are affected by the curvelet 

transformation [39, 40]. This transformation is considered an 

advanced version of the ridge let transform that is used for 

representing the curve singularity. The first implantation over 

the sub- band images led to the first-generation curvelet and 

latter, the second-generation wavelet was adopted [36, 39]. 

Generally, it is a block-based approach and very powerful in 

representing the curve, edges, and texture of the image dataset. 

From the literature analysis, the authors have observed that the 

curvelet is quite significant in representing the edges and 

texture and represents the inner cross-product of a signal f, 

which can be expressed as follow: 

 

(𝑖, 𝑙, 𝑘) = 〈𝑓, 𝜆𝑖,,〉  (1) 

 

In the above equation, λ i, l, k is the generalized curvelet 

function that holds the respective scale (i), orientation (l) and, 

position (k) values. In the continuous form, the function is 

represented by 's' along with θ polar coordinate values and the 

spatial and frequency component χ and ω. Subsequently, in 

this proposed model can apply the continuous 2D curvelet 

transform with the frequency domain containing spatial 

variable 'z', where the respective images can be decomposed at 

a certain variation of scales along with the variation of 

orientations: 

 

𝑈𝑖(𝑠, 𝜃) = 2
−3𝑖

4⁄ (2−𝑖𝑠)𝑉 (2|𝑖/2|𝜃
2𝜋⁄ ) (2) 

 

In each case i>i0, and Ui represents the respective Fourier 

transform as expressed in the above equation. In addition, W(s) 

and V(t) are defined as the radial and the other as the angular 

windows. While evaluating the transformation, certain basics 

functions are used such as: 

 

∑ 𝑊2(2𝑖𝑠) = 1, 𝑠 ∈ (3
4⁄ , 3

2⁄ )∞
𝑡=−∞   (3) 

∑ 𝑈2(𝑡 − 1), 𝑡 ∈ (−1
2⁄∞

𝑙=−∞ , 1
2⁄ )  (4) 

 

In this segment, we maintained the window in a smooth, 

nonnegative condition to a real value based on s(1/2,2) and 

t(-1,1). The above discussed transformation performed at a 

certain shifting orientation value of scaling, which is 2j of 

scaling and it must produce a function of q=(q1,q2). 

 

𝜆𝑖,𝑙,𝑘(𝑞) = 𝜆𝑖(𝑅𝜃𝑙
(𝑞 − 𝑞𝑘

𝑖,𝑙)  (5) 

 

In the above equation, Rθ represents the orthogonal rotation 

at an angleθ. Here, the rate of orientation is expressed as θl =

2π. 2−⌊i
2⁄ ⌋. l , l=0,1,2, …, k=(k1,k2)z2, which indicates the 

sequence of shift parameters. In addition, the context of the 

position q(i,l) = Rθl
−1 ( k1. 2−i, k2. 2−i

2⁄ )  and the continuous 

forms of the curvelet are expressed as follows: 

 

𝐶(𝑖,𝑙,𝑘) =
1

(2π)2
∮ f̂ (ω)λi,j,k

̅̅ ̅̅ ̅ dw (6) 

 

From the above-mentioned equation, we can easily retrieve 

the coefficient of the transformation over the frequency plane 

as follows: 

 

𝐶(𝑖,𝑙,𝑘) =
1

(2π)2
∮ f̂ (ω)λi,j,k

̅̅ ̅̅ ̅ dw (7) 

 

Subsequently, we also employed the discrete curvelet 

transform as 𝐶(𝑖,𝑙,𝑘)
𝑑 , which is considered for a Cartesian array 

of any input images as expressed below: 

 

𝐶(𝑖,𝑙,𝑘)
𝑑 = ∑ 𝑓[

0≤𝑥1,𝑦1<𝑛

𝑥1, 𝑦1]𝜆𝑖,𝑙,𝑘
𝑑 [𝑥1, 𝑦1]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ (8) 

 

This curvelet-based approach exhibits variation in scaling 

along with the different orientation of the decomposition level 

of the frequency plane. This curvelet-based approach is 

generally represented in the wedges at certain scales and 

orientation, as shown in Figure 5 where the shaded region is 

the wedge one. In the proposed model, the authors have 

evaluated the second- order discrete curvelet, known as fast 

discrete curvelet transform (FDCT), up to the 3rd level of 

decomposition. In most cases the authors have apply two 

conditions for evaluating the FDCT: one is unequal space in 

Fourier transform (USFFT) [34] and the other is the wrapping 

method [41]. In order to report the desired feature vector, the 

authors have applied the 2d- FDCT method in both the datasets 

of handwritten numerals and characters, which are 

approximation feature values of the third level decomposition. 

In addition, the proposed model has applied the wrapping 

method owing to its robust nature and least redundancy. Here, 

each image of the character and numeral has been processed 

by the md number of the highest coefficients of FDCT for each 

scale and every orientation. The authors have considered N r 

and N c for rows and column respectively along with S c that 

is the scale used for FCDT, which is expressed as follows: 

 





 −= log 3)),(min(

2
N cN rS c

 
(9) 

 

Assume a scenario where an image of a certain size, say 256 

*256; for such types of images, the evaluated number of scale 
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will be 5 at various orientations but will be absent for the initial 

and last scales of the decomposition. However, the authors can 

also observe variation in the angle of orientation of 16, 32, and 

32 for respective scales with values 2, 3, and 4. Here, all sub-

bands of images are considered, and first one represents the 

approximation part and the rest the detail one. All required 

steps to calculate the feature vectors are well depicted in 

Algorithm 1. Henceforth, by obtaining such phenomenon, it 

can easily obtain that the desired feature vector in the matrix 

format for all handwritten images by applying the wrapping 

function of the curvelet transform which can be used for 

further processing in the recognition model. 

 

 
 

Figure 5. Proposed CR model for handwritten character and 

numeral 

 

Algorithm I: Estimation of Feature Vector using FDCT. 

Input: Read the image from database: F[x1,x2];0≤x1,x2≥x;  

Output: Report the curvelet coefficient: Coeff(i,l,k)  

1. At each input of F[x1,x2], perform 2d-FDCT and 

report the coefficients of the Fourier transform as follow: 

 

𝐹
∧

[𝑛
1

, 𝑛
2

] = ∑ 𝐹[𝑥
1

, 𝑥
2

]𝑛−1
𝑥
1

𝑥
2

=0 𝑒
−𝑗2𝛱

(𝑛
1

𝑥
1

+ 𝑛
2

𝑥
2

)/𝑛;  

−𝑛/2 ≤ 𝑛
1

𝑛
2

⟨𝑛/2. 

 

2. For every value of scale i and angel l, report the cross-

product of 𝑉𝑗𝑙
∧

[𝑛
1

, 𝑛
2

]𝐹
∧

[𝑛
1

, 𝑛
2

]. 

3. where, 𝑉𝑗𝑙
∧

[𝑛
1

, 𝑛
2

] represents the discrete value of the 

window in frequency. 

4. Then perform the wrapping as 𝑓
𝑖,𝑙

≈

[𝑛
1

, 𝑛
2

] =

𝑍(𝑉𝑗𝑙
∧

[𝑛
1

, 𝑛
2

]𝐹
∧

[𝑛
1

, 𝑛
2

]). 

where, 0 ≤ 𝑛
1

< 𝐿
1,𝑖

 and 0 ≤ 𝑛
2

< 𝐿
2,𝑖

 for 𝜃 ∈ (−𝛱/4,𝛱/4) 

and L1,i, L2,i, represents the length and width of rectangle at 

scale j. 

5. Subsequently, calculate the curvelet coefficient 

Coeff(i,l,k) by performing 2d Fourier transform to each 

𝑓
𝑖,𝑙

≈

[𝑛
1

, 𝑛
2

]. 

All the relevant datasets of both numerals and characters are 

followed by applying Algorithm I. Along all the sub-bands it 

can be assumed that we can obtain ηa which may be 

represented as Ma where a=1,2,...ηa. We have also noted the 

values of curvelet at the desired angle θ which is the same as 

that obtained at Π+θ. Therefore, the desired feature vector 

obtained for both the dataset images is expressed as follows: 

 

],...,1,,.........,...1
2

,..1
1

[ M lcl
bM lclM lclFvec 

=
 

(10) 

where, ηb represents the symmetric set of excluded sub-bands 

and lc represents the highest value of the co-efficient along the 

ηb sub-band. In the proposed model, all the desired obtained 

values are processed for further use in phases. All the 

subsequent steps are followed for the two handwritten 

database images of characters and numerals one after another, 

and the reported desired feature vectors are depicted in Figure 

6 and 7. 

 

 
 

Figure 6. Handwritten Odia character and its respective 

frequency level of discrete curvelet 

 

 
 

Figure 7. Handwritten Odia numeral and its respective 

frequency level of discrete curvelet 

 

3.4 Reduction of feature vector dimension 

 

The conversion of a higher feature dimension value to a 

smaller dimension value is known as the reduction analysis 

over the feature vector set. In this process, the higher 

dimension of the feature vector produces very high load and 

higher memory that exhibits poor performance. For avoiding 

such problems, PCA [42] is applied for mapping of these high 

dimensional entities to low dimensional entities, which has 

been widely used for reducing the dimensionality of the 

feature vector. PCA generally exhibits the orthogonal 

transformation of the input data and reports the achieved 

matrices of different variances, which helps in predicting the 

score values known as PC score or principal components. In 

addition to PCA, in this step, the linear discriminate analysis 

(LDA) is also introduced for performing the reduction in 

dimension. This discriminate analysis always produces a low 

number of feature spaces and reports the variation among 

classes; therefore, this analysis is widely used by researchers. 

This supervised-based approach provides a sample that very 

different from other classes but similar to the same class. 

Generally, the LDA discriminates the classes and also exhibits 

low performance for higher dataset constraints in order to 

obtain small sample size [43]. A suitable solution is proposed 

for higher in dimensions but for small sample sizes. For 

instance, consider a scatter matrix termed as Smat  which is 

singular. Then, calculate the value of m + n , where m all total 

classes available and n  is the required vector dimension. 

Generally, it is nearly impossible to obtain Smat in a singular 

form, so a hybrid approach termed as PCA is used along with 

LDA. In the cases of PCA+LDA, initially M dimensions are 

reduced to N dimensions with the help of PCA and thereafter 

they are reduced to d dimensions by harnessing LDA such that 

d ≪ N ≪ M. 
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Before processing the PCA with LDA, a certain necessary 

action is taken. In addition, we must also ensure that the 

desired feature vector must be normalized one with zero mean 

and unit variance. This particular step must be followed so that 

an optimal feasible solution for the feature vector can be 

suggested. All the eigenvalues are arranged according to their 

decreasing values and the normalized cumulative sum of 

variance (NCSV) should also be reported in that phase. 

 

𝑁𝐶𝑆𝑉(𝑖) =
∑ 𝛼(𝑢)𝛼

𝑢=1

∑ 𝛼(𝑢)𝐷
𝑢=1

 1 ≤ 𝑖 ≤ 𝐷  (11) 

 

The eigenvalues of the images are denoted by α(u) and the 

respective dimension of the feature set is represented by D. In 

order to make the subsequent step successful, certain threshold 

values are maintained manually so that the desired relevant 

reduced feature vectors with suitable dimensions are 

considered to achieve high recognition accuracy for 

handwritten characters and numerals, which are termed as the 

basic vectors. All the essential steps are discussed below in 

Algorithm II. 

Algorithm. II: Feature reduction using PCA+LDA. 

Require: Feature matrix: FM of size N*D  

Ensure: Reduced feature matrix: Fr of size N*L 

Functions PCA () and LDA () reduce the dimensions by 

using PCA and LDA, respectively. 

1: Choose a dimension M ◃ Reduced dimension using the 

PCA 

2: F’(N *M) PCA(FM; M) 

3: Select a dimension L using the NCSV measure ◃ Reduced 

dimension using the LDA 

4: Fr(N * L) LDA(F’;L) 

5: Output the reduced matrix Fr 

 

3.5 Classification by the LS-SVM, RF classifiers 

 

In the OCR system, the classification stage [44] is 

considered the most important stage in a model. It defines the 

robustness of the proposed model with respect to the variation 

in the datasets. For the classification analysis, the proposed 

model have employed the support vector machine (LS-SVM) 

and random forest (RF) as classifiers. Subsequently, the 

obtained basic feature sets of datasets are processed as input 

parameters along with the class levels of the above- mentioned 

two classifiers one by one. All the extracted key feature data 

were processed through classification implemented by using 

LS-SVM classifier [37] and followed by the RF classifier [38]. 

This process is not that much effective in the case of larger 

datasets, and sometime leads to complex networks, so for 

removing this drawback LS-SVM is used in this paper. It has 

been observed that LS-SVM exhibits more incremental 

responses as compared to the traditional ones in terms of the 

addition of some equality constraints. Generally, an 

optimization analysis is applied for solving the linier solution 

to the problem domain. The performance of the LS-SVM 

classifier can be expressed as follows: 
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With some constraints as  

 

,1])([ erdpicTZ i −=+ Ni ,...,3,2,1=  
(13) 

Here {pi,Zi}is the obtained key feature vector that acts as a 

training set of N samples with pi data. ϕ(.) and c represent the 

mapping function and associated weight, respectively. D>0, d 

and er are used as the regularization factor, bias, and error, 

respectively. In addition, we also included the three-kernel 

function such as linear, polynomial, and radial basis functions, 

to the LS-SVM. The required solution for LS-SVM achieves 

the optimality by the help of the Lagrangian method, which is 

expressed as follows: 

 

L(c, d, er, λ) = j(c, d, er) − ∑ λi{yi
N
i−1 [cTϕ(pi +

d)] − 1 + eri}  
(14) 

 

In the same process, some constraints or kernel functions 

are harnessed over the dataset to report the actual class level 

of each individual handwritten image. We also executed the 

polynomial kernel in addition to the other two kernels, namely, 

linear and radial basics function (RBF). Apart from LS-SVM, 

another random forest (RF) classifier [39] was analyzed for the 

handwritten characters and numerals. It was found to be quite 

simpler and flexible in nature, so it was considered to be very 

helpful for large datasets. Basically, RF is a well-defined 

approach of tree which follows the decision-based structured 

classifier and is completely based on random samples that 

have uniform distribution among trees. Hence, it is considered 

to be the most positive point of this method and works or 

proceeds with the tree in the depth wise location. In this 

random-based approach, each tree is structured considering 

the values of random vectors and sampled with the same 

distribution using the forest classifier [45]. Suppose the 

random forest represents the methodology for building L tree 

for classification then it is denoted by {Tj(X, ϴj}. In this tree, X 

is the input feature and ϴj = {θ1, θ2, . . , θj} is the respective 

random vector for the jth tree with a training size of N. Apart 

from this, θ1, θ2, . . , θj are the integral values drawn from the 

random uniform distribution. Therefore, it creates a subspace 

method ϴjthat provides K number of integers with an interval 

M. For any given sample x, the chances of being classified by 

T are denoted by a probability function like P (
C

x
, T) . 

Moreover, it is verified that if the sample x belongs to class 

C(C ∈ {1,2, . . , C}, it is represented as follows: 

 

P (
C

x
, T) =

n(c)

n
  (15) 

 

In this case, n(c)  is the desired sample taken from the 

training sample, which makes them to fall in v(x). Apart from 

this, all numbers in the training sample are made to fall in v(x). 

At a certain step, if an unknown sample is classified then the 

equation is altered to belong to L numbers of trees as follows: 

 

P (
C

x
, T) =

1

L
∑ P (

C

x
, Ti)

L
i=1   (16) 

 

 

4. IMPLEMENTATION OF THE PROPOSED MODEL 

 

In the proposed model of a recognition system, the authors 

have evaluated each step in detail. All the data images of both 

characters and numerals are processed with the subsequent 

phases of the model one by one. In order to predict the 

robustness of the model, divided the above process into two 

halves, namely, FCDT+PCA+LDA+LS-SVM and 

FCDT+PCA+LDA+RF. Initially, the dataset is spilt into 
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training and testing phases in ration of 70:30, and in the next 

phase if new data appear then the classification of the new data 

object is performed. All the above-mentioned steps are 

encoded in Algorithm III as shown below. 

Algorithm. II: Feature reduction using PCA+LDA. 

Input: Read the image from the database 

Output: Recognition Accuracy 

Step 1: Perform image acquisition of the handwritten 

characters and numerals from datasets;  

Step 2: Process the data image according to the pre-

processing stage and remove the noises associated with data 

images; 

Step 3: The entire processed image is followed in the next 

feature evaluation section, where the fast discrete curvelet 

transformation (FDCT) is performed up to 3rd level and the 

desired feature vector is listed; 

Step 4: Therefore, the feature reduction through PCA+LDA, 

that is, from D to d, is evaluated, which provides the 

normalized cumulative sum of variance (NCSV). Thus, the d 

basis vector is retained as the primary key feature; 

Step 5: The basis vectors are processed to train and test the 

two selected classifiers; 

Step 6: All the vector coefficients are input into the LS-

SVM and RF classifiers one by one. In addition, the training 

of the classifier is performed and subsequently, class levels of 

the input data image are reported; 

End the algorithm when classification processed. 

 

 

5. ANALYSIS OF SIMULATION RESULTS 

 

In order to successfully implement the recognition system, 

the authors have applied the proposed algorithms I and II to 

the standard dataset of handwritten characters and numerals. 

Similarly it can show at third level decomposition of the 

discrete curvelet transformation (FCDT) in the feature 

extraction section. Moreover, the approximation feature vector 

along the sub-bands of the decomposition level of images is 

reported in 21*21 numbers of features in this transformation. 

As already discussed, higher dimensions are again processed 

for the next segment, that is, the dimension reduction. In order 

to obtain better efficiency or to make the recognition process 

easier, it is required to perform a reduction in the dimension 

vector reported from the FCDT. Hence, PCA+LDA is 

processed over the feature set and it produces some basic 

vectors that represent the reduced dimension in the feature 

vector in terms of NCVS. In addition, the proposed model has 

maintained the threshold value at 0.9 for the recognition 

system. In the simulation part, it has been considered 350*47 

numbers of handwritten character images and 500*10 numbers 

of handwritten numeral images. After performing the 

reduction to the feature vector by using PCA+LDA, the 

authors have reported 50 and 60 numbers of primary feature 

vectors which shows the reduction in dimension of the feature 

vector for handwritten characters and handwritten numerals, 

and act as inputs to LS-SVM and RF classifiers, respectively. 

Here, it has also noted the recognition rate at different ranges 

of features. All the well-defined steps are listed in Algorithm 

III. The authors have performed the classification over three 

datasets. In this process, first all the characters are classified 

and then they are followed by handwritten numerals. 

 

 

6. RESEARCH DISCUSSION 

 

 
 

Figure 8. Comparison between LS-SVM & RF classifier 

used for handwritten Odia character 

 

 
 

Figure 9. Comparison between LS-SVM & RF classifier 

used for handwritten Odia numerals 

 

 
 

Figure 10. Comparison between LS-SVM, RF & CNN 

classifier used for handwritten Bangla numerals 

 

In this proposed model to have high recognition the primary 

focus is in feature extraction section. In order to handle the 

invariant nature of handwritten image, here fast discrete 

curvelet transformation (FDCT) is harnessed over the image. 

This feature vector coefficient scaled with the parameters as 

orientation, location of the pixel and due its precise sparse 

representation of object along with edges for that widely used. 

As this proposed model include handwritten data images, 

where mostly the Odia and Bangla characters are very much 

identical in terms of orientation, shape, size. So the curvature 

analysis of the image has been reported in this proposed model. 
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Apart from it to make the system less overhead here dimension 

optimality has been reported through PCA, LDA. By 

harnessing these linear transformations over to the feature set 

to report least feature subspace. In order to make the system 

high robust the prosed system has also evaluated the make 

over all analysis among these feature sets. As the outcome of 

the simulation analysis, the proposed model produces very 

promising high recognition rates for individual writers. In the 

proposed model have applied classifier namely as LS-SVM, 

RF classifiers for Odia handwritten characters, Odia and 

Bangla numerals. 99.01%, 98.1% for Odia character, 98.6%, 

97.6% for Odia numerals and 97.6%, 96.3% for Bangla 

numerals by using the LS-SVM and RF classifiers Apart from 

this, the authors have also provided a comparison of both the 

classifiers for both the datasets as depicted in Figure 8, 9, and 

10 respectively. 

 

 

7. CONCLUSIONS 

 

This proposed model primarily focused on the variant 

features of the handwritten images and provided an automated 

system for the recognition of the numerals and characters. All 

the essential steps, such as acquisition, preprocessing, and 

proper feature extraction methods, and well-defined classifiers 

were used to make the recognition system successful. In order 

to make the system robust, we trained the system with a wide 

range of styles of handwritten images that have been reported 

here as a standard database. To make the system less complex, 

in proposed model have performed a reduction in the 

dimension of the feature vector. Hence, PCA and LDA are 

harnessed over the feature set in order to produce the reduced 

version of the feature vector and to be considered as the 

primary key feature vector. Apart from this, the proposed 

model promoted three classifiers, namely, LS-SVM and RF 

Classifiers, in the segment of the classification phase. Initially, 

the recognition is performed by the LS-SVM classifier and 

subsequently, followed by the RF classifier. As an outcome of 

the proposed model, the overall accuracy of handwritten Odia 

character datasets is reported as 99.01%, 98.1% respectively. 

Similarly for Odia handwritten numerals 98.6% and 97.6%, 

respectively and for Bangla numerals 97.6%, 96.3% 

recognition rate is achieved. From the analysis of results, the 

proposed models have concluded that LS-SVM performs 

better as compared to RF based on our problem domain. 

Proposed model outperforms better as compared to the state-

of-the-art methods in terms of both aspect of recognition 

accuracy and using least number of optimal features are 

depicted in Table 2 and Table 3 respectively. 

 

Table 2. Analysis over certain well-defined approach for handwritten Odia characters 

 
Reference No. and 

Author Name 

Handwritten Dataset Used Techniques used for 

Feature Extraction 

Classifier Used Reported Recognition 

rate (%) 

Pal et al. [8] ISI Kolkata Handwritten Odia 

Characters 

Curvature Feature values Modified Quadratic 

Classifier 

94.6 

Bhomik et al. [9] ISI Kolkata Handwritten Odia 

Characters 

Stroke calculation 

along Horizontal and Vertical 

Neural Network 

(NN) 

95.89, 90.50 

Sethy et al. [20] NIT, RKL 

Handwritten Odia Characters 

DWT, PCA BPNN 94.8 

Mohapatra et al. [21] NIT, RKL HandwrittenOdia 

Characters 

Stockwell Transform 

+PCA 

ANN 98.55 

Mishra et al. [34] NIT, RKL HandwrittenOdia 

Characters 

DCT and DWT  SVM 92, 87.5 

Das et al. [26] Bangla Character 

CMATERdb2.1.2database 

H-Word Net H-Word Net 96.1 

Das et al. [28] OHCSv1.0 MJCN RF 

BPNN 

97.4 

95.64 

Proposed Model NIT RKL Odia Characters FDCT+LDA+PCA LS-SVM RF 99.01 

98.1 

 

Table 3. Analysis over certain well-defined approach for handwritten numerals 

 
Reference No. and 

Author Name 

Handwritten Dataset Used Techniques used for 

Feature Extraction 

Classifier 

Used 

Reported Recognition 

rate (%) 

Bhomik et al. [9] ISI Kolkata Handwritten Odia 

numerals 

Horizontal, Vertical strokes HMM 95.89, 90.50 

Sethy et al. [19] ISI Kolkata Handwritten Odia 

Numerals 

Binarization and DCT BPNN 80.2, 90 

Das et al. [35] NIT, RKL Bangla handwritten 

Numerals 

ISI Kolkata Handwritten Odia 

Numerals 

ELM 

ELM 

ELM 

ELM 

96 

96.5 

Sarangi et al. [22] ISI Kolkata Handwritten Odia 

numerals 

Pattern Matching HNN 95.4 

Das et al. [28] NIT, RKL Bangla handwritten 

Numerals 

MJCN RF 95.1 

BPNN 90.5 

Proposed Model IIT, BBS handwritten Numerals FDCT+LDA+PCA LS-SVM 98.6 

RF 97.6 

NIT, RKL Bangla handwritten 

Numerals 

FDCT+LDA+PCA LS-SVM 97.6 

RF 96.3 
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