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With the development of communication technology, the electronic signals of 

communication countermeasures become more and more complex. Facing the increasingly 

complicated and changeable environment of such signals, the existing cluster analysis 

algorithms cannot identify the type of communication countermeasure electronic signals 

ideally. Therefore, this paper carries out the time-frequency analysis and type identification 

of high-density communication countermeasure electronic signals. The signals were 

analyzed in both time and frequency domains to extract the time frequency features of the 

signals more accurately. In this way, the authors captured the variation of non-stationary 

communication electronic signals in both time and frequency domains. Next, the pulse 

repetition interval (PRI) transform, a typical pulse repetition frequency (PRF) type 

identification algorithm, was modified, and applied to the type identification of 

communication electronic signals, followed by an illustration of the type identification of 

high-density communication countermeasure electronic signals. After that, several 

experiments were carried out to compare the absolute errors and relative errors of different 

time-frequency analysis methods, and contrast the effects of the original and modified PRI 

transforms, revealing the effectiveness of the proposed approach. 
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1. INTRODUCTION

The use and control of electromagnetic spectrums are 

increasingly important to the military struggle between hostile 

countries around the world. There is continued growth in the 

number of countermeasure radiation sources, a manifestation 

of electromagnetic or electronic countermeasures, in different 

services and arms [1-5]. As a result, the electronic signals of 

communication countermeasures become more and more 

complex, and the environment of such signals are increasingly 

complicated and changeable [6-9]. 

During the sorting of communication countermeasure 

electronic signals in the electronic war, it is an important link 

and an external challenge to identify the type of high-density 

complex communication electronic signals [10-14]. The type 

identification of communication electronic signals is premised 

on analyzing the distribution law of time-frequency features. 

The factors affecting the time-frequency features provide the 

theoretical basis for sorting the communication 

countermeasure electronic signals [15-18]. 

Under asynchronous sampling, it is impossible to measure 

high-density frequency signals accurately. To solve the 

problem, Luo et al. [19] proposed a detection method for high-

density frequency signals. Through discrete Fourier transform, 

the high-density frequency signals were modeled. The 

correlation was removed through principal component 

analysis (PCA) of variables. Based on the maximum 

likelihood blind source separation method, the high-density 

frequency signal model was solved. Finally, the parameters of 

each frequency component were corrected according to the 

scale factors. According to the simulation and experimental 

results, their method is highly precise, and good at resisting 

noises. 

For infrasound signal observation systems, the spectrum 

analysis is very important to the detection of geological 

disasters. To analyze high-density low-frequency signals, 

Xing et al. [20] combined full phase Fourier transform with 

linear frequency modulation (LFM) Z transform into a high-

density spectrum analysis algorithm. The new algorithm can 

increase the resolution, while inhibiting spectrum leakage. To 

recognize high-density signals, it is necessary to 

simultaneously solve the leakage errors, and the cross 

interference between different frequency signals. Zhao et al. 

[21] identified high-density signals through both inner product

operation and iterative calculation. The estimated signal was

removed from the total signal. Then, the next frequency signal

was recognized in the remaining signal. This process was

repeated through iterative calculation. Their approach was

proved effective through simulation.

To identify signals more effective and accurately, Meng et 

al. [22] proposed a communication signal classification 

method based on least square support vector machine 

(LSSVM) and genetic algorithm (GA). For the two main 

parameters of the SVM classifier, the penalty factor and kernel 

function parameter were optimized through the GA. 

Contraposing the modulation and identification of time-

varying communication signals, Yuan and Mei [23] put 

forward a new classifier for time-frequency signals and 

layered decision-making. The time-frequency features 

obeying the Wigner-Ville distribution, and the local time-

frequency features obeying the Margenau-Hill distribution 

were taken as classification vectors. These vectors were 
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compared with the suitable thresholds, thereby classifying 

different types of digital modulations. 

The existing cluster sorting algorithms for communication 

countermeasure electronic signals include k-means clustering 

(KMC) algorithm, density-based clustering algorithm, SVM, 

and neural networks (NNs). For the KMC, the clustering 

results depend heavily on parameter settings, and the 

algorithm is prone to fall into the local optimum trap, owing to 

the parameter size. For the density-based algorithm, the 

density threshold must be configured reasonably. If the 

threshold is too large, the computing load would be too high. 

If the threshold is too small, the clustering will be inaccurate. 

For the SVM and NNs, the communication electronic signals 

are often selected incorrectly, because the distance-based 

classification strategy works poorly when the signals have 

pulse overlaps.  

This paper carries out the time-frequency analysis and type 

identification of high-density communication countermeasure 

electronic signals. Section 2 analyzes the signals in both time 

and frequency domains to extract the time frequency features 

of the signals more accurately. In this way, the variation of 

non-stationary communication electronic signals was captured 

in both time and frequency domains. Section 3 modifies the 

pulse repetition interval (PRI) transform, a typical pulse 

repetition frequency (PRF) type identification algorithm, was 

modified, applied the modified algorithm to type identification 

of communication electronic signals, and illustrated the type 

identification of high-density communication countermeasure 

electronic signals. After that, several experiments were carried 

out to compare the absolute errors and relative errors of 

different time-frequency analysis methods, and contrast the 

effects of the original and modified PRI transforms, revealing 

the effectiveness of the proposed algorithm. 

 

 

2. SIGNAL PROCESSING 

 

The most important physical quantity to describe 

communication electronic signals is time-frequency features. 

In the time domain, it is impossible to process and analyze the 

non-smooth communication electronic signals. To capture the 

variation of such signals in the time and frequency domains, 

the signals must be analyzed in both domains, and the precise 

time-frequency features should be extracted from the signals. 

Drawing on the existing methods of time-frequency 

analysis, this paper introduces the Hilbert transform to the 

feature extraction and quantitative identification of signal 

features, in the light of the non-steady features of 

communication countermeasure electronic signals. Figure 1 

shows the flow of the time-frequency analysis of 

communication electronic signals. The specific steps of the 

analysis are as follows: 

 

 
 

Figure 1. Flow of time-frequency analysis of communication 

electronic signals 

Firstly, the original communication electronic signals are 

decomposed through empirical modal decomposition to obtain 

the intrinsic mode function (IMF) satisfying the requirements 

of Hilbert transform: 
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The Hilbert time-frequency map is derived from the 

instantaneous frequency of each IMF. The empirical modal 

transform can adaptively decompose the overlapping 

communication countermeasure electronic signals into a series 

of IMFs in natural modal forms, according to the features of 

these signals. Then, the IMFs meeting the conditions are 

subjected to the Hilbert transform to obtain the time-frequency 

variation, instantaneous frequency, and instantaneous 

amplitude of each IMF. On this basis, the three-dimensional 

(3D) time-frequency spectrum is plotted. The empirical modal 

decomposition can be realized in the following steps: 

Firstly, the local maximum and minimum of the original 

communication electronic signal (e) are found. The envelope 

is obtained through cubic spline interpolation. Further, the 

instantaneous mean n(e) of the signal is solved. 

Then, the communication electronic signal f(e)=a(e)-n(e) 

after eliminating the low frequencies is obtained by 

subtracting n(e) from a(e). 

If the number of extremes and zero crossing points of f(e) 

are equal or have a difference of 1, and if the mean envelope 

determined by local maximums and minimums equals zero, 

then f(e) is an IMF. Otherwise, f(e) is the original 

communication electronic signal. 

Repeating the above steps, the number of extremes and zero 

crossing points can be obtained. The first intrinsic modal 

component for the envelope to meet the above two conditions 

is denoted as d1(e). 

Then, s1(e)=a(e)-d1(e) is obtained by subtracting a(e) from 

d1(e). Taking s1(e) as a new communication electronic signal, 

the above steps are implemented. The second component of 

the IMF thus obtained is denoted as d2(e). The third component 

of the IMF is denoted by d3(e). 

After the above steps are implemented for m rounds, the 

residual term sm(e) is monotonous or constant, i.e., no new 

IMF component can be obtained. Then, the algorithm is 

terminated. Whether the algorithm is ended is judged by the 

standard deviation between two consecutive f(e): 

 

( ) ( )

( )

2

1

2
0 1

E
l l

i l

f e f e
RC

f e

−

= −

−  
=   (2) 

 

Let sm(e) be the residual term after the decomposition; di(e) 

be the i-th IMF component. The original communication 

electronic signal is the sum of all components and the residual 

term. Then, we have: 
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Suppose a total of E samples are collected. Then, the energy 

of the communication electronic signal can be calculated by: 
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The Hilbert transform only changes the frequency spectrum 

of the communication electronic signal, without affecting the 

and other features of the signal. To obtain the instantaneous 

frequency of the communication electronic signal, it is 

necessary to find the amplitude and phase of the signal of each 

intrinsic modal component of the signal after the Hilbert 

transform, and then solve the derivative of signal phase 

relative to time. 

The communication electronic signal can be parsed by: 
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The amplitude and phase of the signal can be given by:  
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The instantaneous frequency of the IMF can be calculated 

by:  
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The instantaneous frequency of the communication 

electronic signal can be calculated by: 
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The Hilbert spectrum can be mathematically expressed as:  
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To obtain the Hilbert marginal spectrum, the time-domain 

integration of the Hilbert spectrum can be solved by: 
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To obtain the instantaneous energy density of the Electronic 

Signals, the frequency-domain integration of the square of the 

Hilbert spectrum amplitude can be solved by: 
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3. TYPE IDENTIFICATION 

 

Each high-density communication countermeasure 

electronic signal can be regarded as a densely superimposed 

pulse series of communication countermeasure radiation 

sources. The purpose of type identification of communication 

electronic signals is to separate the chronological pulse series, 

and to extract the characteristic parameters of each 

communication countermeasure radiation source. This paper 

modifies the PRI transform, a typical PRF type identification 

algorithm, and applies the modified approach to the type 

identification of communication electronic signals. Figure 2 

illustrates the type identification of high-density 

communication countermeasure electronic signals. 

 

 
 

Figure 2. Type identification of high-density communication 

countermeasure electronic signals 

 

The PRI transform applies to jitter-free communication 

electronic signals. If the target communication electronic 

signal is a pulse series with random jitters. Let σm be the 

variation range of adjacent pulse intervals relative to O; o be 

the central value of the PRI. Then, the arrival time of each 

pulse in the series can be expressed as: 
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Let σm be an independent identically distributed variable 

with the mean of zero and variance of ξ2. After the PRI 

transform, the phase of adjacent pulses can be expressed as: 
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When m is relatively great, σ1+...+σm-mσm is negatively 

correlated with m1/2, while mσm is proportional to m. Then, the 

phase of adjacent pulses can be estimated by:  

 

2m mm   −   (15) 

 

The above modification of the PRI transform can overcome 

the defects of the traditional algorithm. The flow of the 

modified algorithm can be expressed as: 

Step 1. Let Cl=0, 1≤l≤L, m=2, n=m-1, and ρ=em-en. If ρ≤(1-

σ)ρmin, jump to Step 7; if ρ≥(1-σ)ρmin, jump to Step 8. 

Step 2. Calculate the range of the PRI, and solve the width 

as yl=2σρl. Denote the upper and lower limits of the l-th PRI 

as ρl_low=(1-σ)ρl and ρl_high=(1+σ)σ, respectively. Choose all O 

values that satisfy ρO_low<ρ<ρO_high. 

Step 3. Let l=o(1):o(end), and execute Steps 4-6. 

Step 4. If the l-th PRI is being used for the first time, then 

set pl=em. Compute the initial phase, and solve δ0=(em-pl)/ρl, 

u=(δ0+0.5), and Φ=δ0/u-1. 

Step 5. If either condition (1) or (2) is satisfied, set pl=em. 

(1) u=1, and en=pl 

(2) u≥2, and |Φ|≤Φ0 

Step 6. Calculate δ=(e0-pl)/ρl and Cl=Cl+ exp(2πiδ). 

Step 7. Let n=n-1. If n<1, jump to Step 8; otherwise, jump 

to Step 1. 
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Figure 3. Basic components of the type identification system 

of communication electronic signals 

 

Step 8. Let m=m+1. If m>M, terminate the algorithm; 

otherwise, jump to Step 1. 

The accurate PRI detection can be realized by properly 

setting the detection threshold. As shown in Figure 3, prior to 

type identification, the threshold for PRI detection can be 

determined based on the observation time, or based on the 

principle of eliminating harmonics and noises. 

For a given communication electronic signal, the number of 

pulses with a PRI of ρl is denoted as |C(l)|, and the number of 

pulses that should appear in the observation time E is denoted 

as E/ρl; the adjustability coefficient is denoted as β. In the ideal 

state, there exists |C(l)|=E/ρl. Considering the pulse loss of the 

communication electronic signal, we have:  
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Let Dl be the number of pulses in the presence of harmonics. 

Then, |C(l)|<Dl. Let γ be the adjustability coefficient. Then, 

whether ρl is a PRI or a sub-harmonic can be judged by: 

( ) lC l D   (17) 

 

Let |C(l)| be the noisy component of the original PRI. Then, 

the variance of |C(l)| should be smaller than Eτ2yl. Let τ be the 

pulse density of the communication electronic signal; yl be the 

width of the box; α be the adjustable parameter. Then, whether 

the component is a noise within the range of the PRI can be 

judged by: 
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Through the above analysis, the following threshold can be 

configured for PRI detection:  
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4. EXPERIMENTS AND RESULTS ANALYSIS 

 

Table 1 shows the communication distances measured by 

time-frequency analysis of high-density communication 

countermeasure electronic signals. It can be seen that the 

maximum and minimum absolute errors of the distance 

measured through the time-frequency analysis after Hilbert 

transform were 0.09mm and 0.01mm, respectively; the 

corresponding maximum and minimum relative errors were 

0.4% and 0.014%, respectively. 

Figures 4 and 5 compare the absolute and relative errors of 

different time-frequency analysis approaches, respectively. 

Our time-frequency analysis approach was compared with 

three reference methods: wavelet transform, Wigner-Ville 

distribution, and Choi-Williams distribution (CWD). It can be 

seen that our approach, which measures the communication 

distance through Hilbert time-frequency domain transform, 

had the smallest gap between measured distance and actual 

distance. 

 

Table 1. Distance measurements of time-frequency analysis 

 
Actual communication distance (mm) 10 20 30 40 50 60 70 80 

Measured communication distance (mm) 10.04 20.07 30.05 40.02 50.05 60.09 70.01 80.03 

Absolute error (mm) 0.04 0.07 0.05 0.02 0.05 0.09 0.01 0.03 

Relative error (%) 0.4% 0.35% 0.167% 0.05% 0.1% 0.15% 0.014% 0.037% 

 

  
  

Figure 4. Absolute errors of different time-frequency analysis 

approaches 

Figure 5. Relative errors of different time-frequency analysis 

approaches 
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(a) Original PRI method (b) Modified PRI method 

 

Figure 6. Results of original and modified PRI methods 

 

  
(a) Original PRI method (b) Modified PRI method 

 

Figure 7. Simulation results at different jitter amounts 

 

Figure 6 presents the experimental results of original and 

modified PRI methods. Concerning the third-order difference 

histogram, the original PRI transform could estimate a column 

of pulses. The original algorithm requires histogram 

accumulation, which is not necessary for the modified 

algorithm. Thus, the original algorithm incurs a heavier 

computing load than the modified one. The modified 

algorithm reduces the computing load, because it only 

compares the histogram of the current order with the detection 

threshold. However, when the degree of order of the difference 

histogram increases, the high-density communication 

countermeasure electronic signals would face a serious 

harmonic disturbance. 

Figure 7 shows the simulation results at different jitter 

amounts. The modified PRI transform applies to the pulse 

series of high-density communication countermeasure 

electronic signals with jittering PRF, but does not apply to 

those with irregular PRF. Thus, the pulse series of high-density 

communication countermeasure electronic signals with 

irregular PRF were subjected to type identification tests. The 

modified PRI transform was applied to detect the pulse series 

of high-density communication countermeasure electronic 

signals with a fixed PRF, and those with jittering PRF. Based 

on the detected PRI, the pulse series were extracted from the 

original high-density communication countermeasure 

electronic signals, and the irregularity of the extracted signals 

were determined. Whether the modified algorithm is suitable 

for type identification was judge based on the number of 

residual signals. 

 

 

5. CONCLUSIONS 

 

This paper studies the time-frequency analysis and type 

identification of high-density communication countermeasure 

electronic signals. Both time and frequency domains were 

considered to analyze the signals, aiming to extract the time-

frequency features of the signals more accurately. In this way, 

the authors captured the variation of non-stationary 

communication electronic signals in both time and frequency 

domains. Then, the PRI transform, a typical PRF type 

identification algorithm, was revised, before being introduced 

to the type identification of communication electronic signals. 

Then, the authors drew the flow chart of type identification of 
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high-density communication countermeasure electronic 

signals. Through experiments, the communication distance 

was measured through the time-frequency analysis of high-

density communication countermeasure electronic signals, 

and the absolute and relative errors of different time-frequency 

analysis methods were compared. The comparison shows that: 

our approach, which measures the communication distance 

through Hilbert time-frequency domain transform, had the 

smallest gap between measured distance and actual distance. 

Finally, the experiment results of original and modified PRI 

transforms were obtained, and the simulation results with 

different jitter amounts were displayed, revealing the 

effectiveness of the proposed PRI transform. 
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