Automated COVID-19 Detection from WBC-DIFF Scattergram Images with Hybrid CNN Model Using Feature Selection
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ABSTRACT

In the medical diagnosis such as WBC (white blood cell), the scattergram images show the relationships between neutrophils, eosinophils, basophils, lymphocytes, and monocytes cells in the blood. For COVID-19 detection, the distributions of these cells differ in healthy and COVID-19 patients. This study proposes a hybrid CNN model for COVID-19 detection using scatter images obtained from WBC sub (differential-DIFF) parameters instead of CT or X-Ray scans. As a data set, the scattergram images of 335 COVID-19 suspects without chronic disease, collected from the biochemistry department of Elazig Fethi Sekin City Hospital, are examined. At first, the data augmentation is performed by applying HSV/Hue, Saturation, Value and CIE-1931(Commission Internationale de l'éclairage) conversions. Thus, three different image large sets are obtained as a result of raw, CIE-1931, and HSV conversions. Secondly, feature extraction is applied by giving these images as separate inputs to the CNN model. Finally, the ReliefF feature extraction algorithm is applied to determine the most dominant features in feature vectors and to determine the features that maximize classification accuracy. The obtaining feature vector is classified with high-performance SVM in binary classification. The overall accuracy is 95.2%, and the F1-Score is 94.1%. The results show that the method can successfully detect COVID-19 disease using scattergram images and is an alternative to CT and X-Ray scans.

1. INTRODUCTION

COVID-19, which has sudden and unexpected effects on our individual and social lives, has emerged as a global threat affecting the world. COVID-19 is highly contagious and rapidly spreading globally, and early detection is of paramount importance. The main method of reducing and controlling the spread of the Coronavirus is the rapid and accurate diagnosis and quarantine of COVID-19 patients. The basic test for the diagnosis of COVID-19 is the RT-PCR (Reverse transcription-polymerase chain reaction) test. The procedure in Figure 1 is performed to determine whether patients with symptoms such as dry cough, fever have COVID-19. First, the patient's symptoms are checked. Second, swab samples taken from the throat and nose areas of the person by healthcare professionals are subjected to the RT-PCT test. In this test, it is investigated whether the swabs contain viral particles. If the result of the test is negative, the diagnosis is made by performing a CT (Computerized Tomography) scan of the patient.

RT-PCR, Antigen tests, and CT scans have some disadvantages. The main problems of this test are that the RT-PCR test result is clear after 3-4 hours, the swab samples are not taken correctly, the swab samples are kept for testing and the test sensitivity is 80% [1]. The antigen test, which determines whether individuals have COVID-19 momentarily, is used to determine whether the virus affects the patient's body. It produces accurate results after the infection period of the virus. The impact of radiation emitted during CT scanning on human health poses a problem. Considering these disadvantages, new test methods are needed.

Figure 1. COVID-19 detection procedure
The latest data mining and machine learning techniques such as Convolutional Neural Network (CNN) can be applied for accurate and rapid detection of diseases and help alleviate the test shortage problem. These techniques outperform traditional mathematical models in terms of handcrafted features in medical image processing and machine vision [2-4]. Various techniques based on CNN models have been introduced to identify patients diagnosed with COVID-19 infection with high accuracy [5-7]. Despite the long training time and complex structure of CNNs, their ability to learn makes them usable in the diagnosis of diseases such as COVID-19.

1.1 Importance of study

In this paper, we propose a CNN-based model to detect COVID-19 from Scattergram images. WBC-DIFF Scattergram obtained from CBC measurements requested from almost all patients admitted to the hospital; shows the distribution and morphology of neutrophils, eosinophils, basophils, lymphocytes, and monocytes. 335 scattergram images taken from COVID-19 suspects without chronic disease were subjected to CIE-1931 and HSV conversions to expand the workspace and two datasets were added. The feature vectors of the images are obtained by giving the obtained data sets to the pre-trained AlexNet model separately. At this stage, AlexNet is used as a feature extractor. A 1x3000 feature vector is created by combining 1x1000 feature vectors obtained from AlexNet's fully connected layer. Thus, features that cannot be extracted from the original Scattergram images are obtained from the HSV and CIE-1931 datasets. Finally, the ReliefF algorithm is applied to determine the features that maximize the classification success in the feature vector and the classification is completed with the SVM classification algorithm. The importance of the proposed model can be summarized as follows.

- CBC is a routine test. As a result of this test, WBC-DIFF Scattergram images are easily accessible.
- The acquisition time of scattergram images is 15-20 minutes. This time is the diagnostic time of COVID-19 with the proposed model.
- Thorax CT imaging can damage the lung by making the tumor in the lung structure worse in patients with a previous tumor in the lung. Using CT imaging can be harmful in determining whether patients with a lung mass/nodule have COVID-19. For this reason, it is healthier to work with CBC data.

1.2 Contribution and novelty

In summary, our contributions are as follows.

- Using WBC-DIFF scattergram images for COVID-19 classification.
- Scattergram images are converted into HSV and CIE-1931, so that features that the CNN model could not extract from Scattergram images are obtained.
- AlexNet architecture is used as feature extractor.
- Detection of COVID-19 from scattergram images with high accuracy.

2. LITERATURE REVIEW

Detecting COVID-19 at an early stage through both RT-PCR and imaging is directly related to the isolation and spread of the disease. The isolation of COVID-19 patients and the care of intubated patients in intensive care units increase the workload of all healthcare personnel. The first and most important thing in reducing the workload is the correct diagnosis of the disease and immediate isolation. In order to reduce the workload, there is a need to develop helpful decision support tools for health personnel. In order to increase the COVID-19 diagnostic accuracy given in Figure 1, both RT-PCR and CT scans are supported by machine learning and deep learning-based methods.

Gangloff et al. used logistic regression, random forest, and neural network methods to improve the performance of RT-PCR and chest-CT and diagnose COVID-19 [8]. The value of AUC was obtained as 0.93 with the model used. Langer et al. using baseline information available in all emergency departments, determined the accuracy of AI to be 91.4% in predicting RT-PCR results for COVID-19 [9]. de Fátima Cobre et al. used artificial neural networks (ANN), decision trees (DT), partial least squares discriminant analysis (PLS-DA), and K nearest neighbor algorithm (KNN) models to predict the diagnosis and disease severity of COVID-19. They correlated the diagnosis and severity of COVID-19 with low urine pH and high lactate dehydrogenase levels with 84% accuracy [10]. In order to detect, COVID-19 with deep learning techniques is a trending topic and has been receiving a lot of attention lately. Promising results using advanced CNNs have been published, and new work continues to emerge in this area. Currently, X-ray [11-13] and Computed Tomography (CT) [14-16] are the main screening methods for diagnosing COVID-19. Pathak et al. proposed a deep learning architecture with cost-sensitive features to overcome noisy and unstable COVID-19 dataset problems. Training and testing accuracy were achieved at training 96.2264% and 93.0189%, respectively [17]. The COVIDNet-CT model was presented to differentiate COVID-19 cases from Pneumonia and Normal CT images [18]. The major outstanding contribution of the study was the use of 104,009 CT images. A modified Inception transfer-learning model was used by Wang et al. [19], which used 1065 CT images to differentiate COVID-19 from viral pneumonia. 85.2% accuracy achieved. NIA-Network (Network-in-Network, Instance Normalization, and Adversarial Learning model), which can detect small infected regions in COVID-19 CT images, was proposed [20]. In the study using 2 different data sets, the accuracy was determined in the range of 93.25%-98.75%. According to Mishra et al. with Transfer Learning based on VGG16 and ResNet50 architectures, detected COVID-19 in CT images consisting of healthy, COVID-19, and Pneumonia categories. It was calculated in binary (COVID-19, non-COVID-19) and over 99% with triples (COVID-19, Non-COVID-19, Pneumonia) with 88.5% [21]. Chaddad et al. CT used AlexNet, GoogleNet, NNet-Mobile, ResNet18, and DarkNet models for the differences between those with COVID-19 and normal tissues. They also examined the classification ability of their proposed model to distinguish COVID-19 from pneumonia and normal CT images [22]. Carvalho et al. presented a methodology for diagnosing COVID-19 using CNN. The quality of the images was improved by using histogram equalization and CLAHE, and then classification was made. Out of 708 CT images, 312 images with COVID-19 were classified with an accuracy of 97.88% [23]. Alshazly et al. proposed two CNN models for automatic detection of viral pneumonia, Normal and COVID-19. These models were CovidResNet and CovidDenseNet,
which were inspired by the ResNet and DenseNet models. An accuracy of 93.96% for binary classification and 83.89% for triple classification was achieved [24]. Fang and Wang proposed a classification network model to effectively increase the COVID-19 decision accuracy from doctors' manual CT images. Thanks to the Convolution and deconvolution process in the model, the contrast between the tissues with COVID-19 and the abdominal cavity is increased. Thus, better features were obtained and sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and precision were determined as 0.98, 0.96, 0.96, 0.98, and 0.97, respectively [25].

3. DATA

The data set used in this paper was obtained from people who applied to Elazig Fethi Sekin city hospital with the suspicion of COVID-19 between 01.10.2020 and 01.01.2021. First, the RT-PCR test was applied to each patient. The RT-PCR test was positive in 121 of 335 patients. CT scans were applied to suspected patients with ongoing COVID-19 symptoms, and 14 more patients were identified as positive. Thus, 135 out of 335 people were labeled as positive. Secondly, peripheral blood samples of the patients were collected into K2EDTA (Beckman Dickinson) tubes, and Complete Blood Count (CBC) measurements and WBC-DIFF Scattergram images were obtained from Beckman DxH800 (Beckman Coulter, Inc., Miami, FL, USA). Figure 2 shows some of the scattergram images labeled COVID-19 and Non-COVID-19. WBC Scattergram images are a 2-dimensional representation used to determine the distributions of basophils, neutrophils, eosinophils, lymphocytes, and monocytes used in disease diagnosis and morphological changes. The reasons for using this data set in the detection of COVID-19 are as follows.
- Proven changes in hematological and immunological parameters caused by COVID-19;
- Scattergram images are obtained from almost any patient of the WBC subgroups (DIFF-Differential) without any problems.

In light of these advantages, the use of scattergram images is an innovative approach to eliminate the disadvantages of RT-PCR testing and CT scans in the detection of COVID-19. On the used data, any pre-processing was not implemented.

![Figure 2. Scattergram images a) COVID-19 b) Non-COVID-19](image)

4. THE PROPOSED SYSTEM

This section presents the classification of COVID-19 using scattergram images. A four-stage model is proposed that takes a scattergram image as input and determines whether a patient with a scattergram image as output has COVID-19. The proposed model consists of (1) data preparation, (2) feature extraction, (3) feature selection, and (4) classification modules. The 4-step block diagram of the approach is shown in Figure 3.

4.1 Data preparation

As stated in the experimental results section, the classification performance of scattergram images is not sufficient with the use of pre-trained AlexNet [26], ResNet50 [27], GoogleNet [28], and MobileNetv2 [29] CNN models. Therefore, the model given in Figure 3 is proposed. In the first stage of this model, the new images are created using raw scattergram images. In order to obtain more feature vectors from the raw Scattergram images, the new images are obtained by applying HSV and CIE 1931 converts to the Scattergram images.

![Figure 3. Proposed model](image)
HSV and CIE 1931 are color matching systems designed to more closely match the way humans perceive color. For the HSV conversion, the R,G,B values are divided by 255 to change the range from [0, 255] to [0,0,1.0].

\[ R' = R/255 \]
\[ G' = G/255 \]
\[ B' = B/255 \]
\[ C_{\text{max}} = \max(R', G', B') \]
\[ C_{\text{min}} = \min(R', G', B') \]
\[ \Delta = C_{\text{max}} - C_{\text{min}} \]

By using normalized \( R', G', B' \) values and \( \Delta \), \( C_{\text{max}} \) and \( C_{\text{min}} \) values obtained from these values, Hue(\( H \)), Saturation(\( S \)) and Value(\( V \)) values are calculated as in Eqns. (1)-(3).

Hue calculation:

\[
H = \begin{cases} 
0 & \Delta = 0 \\
60^\circ \times \left( \frac{G' - B'}{\Delta} \right) \mod 6 & C_{\text{max}} = R' \\
60^\circ \times \left( \frac{B' - R'}{\Delta} \right) \mod 6 & C_{\text{max}} = G' \\
60^\circ \times \left( \frac{R' - G'}{\Delta} \right) \mod 6 & C_{\text{max}} = B'
\end{cases}
\]

Saturation calculation:

\[
S = \begin{cases} 
0 & C_{\text{max}} = 0 \\
\frac{\Delta}{C_{\text{max}}} & C_{\text{max}} \neq 0
\end{cases}
\]

Value calculation:

\[
V = C_{\text{max}}
\]

In the CIE 1931 converting, the \( X \), \( Y \) and \( Z \) values are the sum of the impulses sent to the brain by the nerves that allow the perception of the three primary colors (red, green, and blue). The ratio of each of the three stimuli to the total amount of stimulus separately defines the color. The detection rate of red, green and blue is as in Eq. (4).

\[
x = \frac{X}{X + Y + X} \\
y = \frac{Y}{X + Y + Z} \\
z = \frac{Z}{X + Y + Z}
\]

Figure 4 shows the Scattergram images obtained with the HSV and CIE 1931 conversions applied to the raw scattergram image.

![Figure 4. a) Raw b) CIE 1931 c) HSV images](image)

Therefore, the three different data sets (raw, HSV and CIE 1931) are obtained. In each of the HSV and CIE-1931 applied datasets, 335 more images are created and the workspace is expanded. The purpose of these conversions is to generate additional feature vectors to the feature vector to detect COVID-19 in raw scattergram images. In this paper, the extraction of feature vectors of images is performed using CNN.

### 4.2 Feature extraction

Deep learning driven models have recently proven successful in many clinical applications [30-32]. These models outperform traditional mathematical models in terms of manually extracted features in medical image processing and machine vision. At this stage, AlexNet, ResNet50, GoogleNet and MobileNetv2 are used as feature extractors. Considering the performances presented in the experimental results section, AlexNet gives more successful results than other models. The feature vectors in the fully connected layer of the AlexNet model are obtained for all three data sets. The size of the feature vector obtained for each model is 1x1000. The mathematical definition for combining the obtained feature vectors and obtaining the 1x3000 dimensional feature vector is as follows.

Let it be images from \( I_{\text{Raw}}, I_{\text{HSV}}, I_{\text{CIE}} \) datasets. By feeding these images to CNN, the feature vectors in the \( fc8 \) layer are obtained, respectively, \( F_{\text{Raw}}, F_{\text{HSV}}, F_{\text{CIE}} \).

\[
F_{\text{Raw}} = \text{AlexNet}(I_{\text{Raw}}) \\
F_{\text{HSV}} = \text{AlexNet}(I_{\text{HSV}}) \\
F_{\text{CIE}} = \text{AlexNet}(I_{\text{CIE}})
\]

In this case, with the combining function of these 1x1000 vectors, a combined feature vector \( F \) of 1x3000 is obtained. Eq. (5) depicts the concatenated matrix,

\[
F = [\text{Raw} | \text{HSV} | \text{CIE}]
\]

where, | is the concatenation operator.

### 4.3 Feature selection

Feature selection is defined as the selection of the best subset that can represent the original dataset. We apply feature selection to reduce the number of features in the dataset by selecting the most important features in \( F \) and to identify features that maximize classification accuracy. In this paper, ReliefF [33] algorithm, which is one of the nonlinear feature selection methods, is used. As a result of the ReliefF algorithm, the weight value of each attribute is obtained. Higher value attributes are attributes that show better predictive results. The procedure for updating the weight of the attribute is as Figure 5. These weights are calculated by repeating Eq. (6) \( n \) times. \( n \) is the number of samples, \( w_i \) is the weight of the \( i \) feature, \( \text{nearHit} \) is the related feature value in the closest sample with the same class, and \( \text{nearMiss} \) is the related feature value in the closest sample with a different class.

\[
w_i = w_{i-1} - \left( x_i - \text{nearHit} \right)^2 - \left( x_i - \text{nearMiss} \right)^2
\]

To fit the pre-trained AlexNet model structure, the first 1000 features of the \( F \)’s feature vector (\( F_{1000} \)) sorted according to their 1x3000 dimensional weights are fed to the SVM algorithm. The \( F_{1000} \) feature vector contains features from Raw, HSV and CIE-1931 datasets. After this stage, it is
important to determine the features that maximize the classification success.

Algorithm 1. Determining the feature that maximizes the classification accuracy ($F_{\text{SVM}}$)

```
Procedure SVM ($f's1000$)
for $i$: 1 to 1000
   for $j$: 1 to $i$
      $F_{\text{SVM}} = f's1000(i,j)$
   end
SVM ($F_{\text{SVM}}$, class) // Classifying the new feature vector with the SVM classification algorithm.
end
Output: Performance Metrics
```

5. PERFORMANCE ANALYSES

5.1 Metrics

The current study aims to classify Scattergram images from patients into COVID-19 and Non-COVID-19 categories. Confusion matrix-based performance metrics are used to evaluate the effectiveness of the proposed classification model. These metrics are given in Table 1. The important thing here is to minimize false negative and false positive results in the modeling process, especially for critical diseases such as COVID-19.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (S)</td>
<td>$S = \frac{TP}{TP+FN}$</td>
</tr>
<tr>
<td>Specificity (Spec)</td>
<td>$Spec = \frac{TN}{TN+FP}$</td>
</tr>
<tr>
<td>Precision (P)</td>
<td>$P = \frac{TP}{TP+FP}$</td>
</tr>
<tr>
<td>Negative Predictive Value (NPV)</td>
<td>$NPV = \frac{TN}{TN+FN}$</td>
</tr>
<tr>
<td>False Positive Rate (FPR)</td>
<td>$FPR = \frac{FP}{TP+FP}$</td>
</tr>
<tr>
<td>False Discovery Rate (FDR)</td>
<td>$FDR = \frac{FP}{TP+FP}$</td>
</tr>
<tr>
<td>False Negative Rate (FNR)</td>
<td>$FNR = \frac{FN}{TP+FN}$</td>
</tr>
<tr>
<td>Accuracy (A)</td>
<td>$A = \frac{TP+TN}{TP+FN+FP+TN}$</td>
</tr>
<tr>
<td>F1 Score (F1)</td>
<td>$F1 = \frac{2TP}{2TP+FN+FP}$</td>
</tr>
<tr>
<td>Matthews Correlation Coefficient (MCC)</td>
<td>$MCC = \frac{(TP\cdot TN) - (FP\cdot FN)}{(TP+FN)(TP+FP)(TN+FP)(TN+FN)}$</td>
</tr>
</tbody>
</table>

Sensitivity (S), Specificity (Spec), Precision (P), Negative Predictive Value (NPV), False Positive Rate (FPR), False Discovery Rate (FDR), False Negative Rate (FNR), Accuracy (A), F1 Score (F1), Matthews Correlation Coefficient (MCC).

5.2 Experimental results

This section provides comparative analyzes of pre-trained AlexNet, ResNet50, GoogleNet, and MobileNetv2 and the proposed classification model. All models use 5-fold cross validation to avoid over-fitting issues. The training, validation and testing rate of the data set was determined as 60%, 10% and 30%, respectively. An 8GB GPU, Intel Core i7 laptop was used to run the MATLAB software for the evaluation of both pre-trained models and the proposed system.

In order to classify COVID-19 images and obtain the most appropriate model, scattergram images were first classified with the widely used pre-trained AlexNet, GoogleNet, ResNet50, and MobileNetv2 architectures that have proven successful in computer vision and medical diagnosis.
Classification was carried out by taking cross-validation 5 for each architecture. Table 2 shows the overall accuracy values obtained for the classification results.

**Table 2.** Accuracy values of the pre-trained models used

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>84.8</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>88</td>
</tr>
<tr>
<td>ResNet50</td>
<td>92.8</td>
</tr>
<tr>
<td>MobileNetv2</td>
<td>91.6</td>
</tr>
</tbody>
</table>

According to Table 2, the most successful CNN model is ResNet50. All models performed poorly in classifying Scattergram images. We propose the model in Figure 3 to improve classification accuracy. For feature extraction, which is the second step of the model, pre-trained AlexNet, GoogleNet, ResNet50 and MobileNetv2 were used. Five-fold cross validation was applied for each model. Feature vectors in the fully connected layer of all models are used. The highest accuracy value among these models was obtained with the AlexNet model. Figure 7 shows the confusion matrices obtained as a result of applying Cross-Validation.

Table 3 shows the classification parameters of the cross validation. The features used and the change of classification accuracy with the application of ReliefF feature selection algorithm and SVM algorithm are given in Figure 8. The highest accuracy values were obtained by using the 923, 638, 304, 386, and 96 features, respectively, and the overall accuracy was 95.2%, and the F1-Score was 94.1%.

**Figure 7.** Confusion matrices

**Table 3.** The performance metrics for cross validation

<table>
<thead>
<tr>
<th>Metric</th>
<th>S (%)</th>
<th>Spec (%)</th>
<th>P (%)</th>
<th>NPV (%)</th>
<th>FPR (%)</th>
<th>FDR (%)</th>
<th>FNR (%)</th>
<th>A (%)</th>
<th>F1-Score (%)</th>
<th>MCC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95.12</td>
<td>97.44</td>
<td>94.87</td>
<td>87.80</td>
<td>95.12</td>
<td>97.44</td>
<td>94.87</td>
<td>87.80</td>
<td>95.12</td>
<td>97.44</td>
</tr>
</tbody>
</table>

**Figure 8.** The variation of classification accuracy according to the features used
6. DISCUSSION

The performance comparison of the proposed model and the current models proposed for RT-PCR, CT and X-Ray is presented in Table 4. The purpose of the proposed model is to show that COVID-19 is detectable from Scattergram images. The accuracy value obtained according to Table 4 is higher than the studies performed with RT-PCR. The accuracy value obtained in the proposed model is on average close to the accuracy values in studies conducted with CT.

COVID-19 tests to diagnose the disease at an early stage; It helps to start the treatment, isolation and prevention process early. The RT-PCR test is a molecular diagnostic test that detects the genetic makeup of viruses. It enables the identification of people who have caught COVID-19 and are actively carrying the virus. In the RT-PCR test, which has low test sensitivity, the test results approximately 3-4 hours after the swab samples are taken. The antigen test, which is less sensitive than the RT-PCR test, may produce negative results in the first few days after the virus is infected in the body. CT and X-Ray imaging is a reliable, practical and rapid method for diagnosing and evaluating COVID-19 in the lung. However, its effects on human health are disadvantageous. In this paper, CNN-based classification using WBC-DIFF scattergram images is proposed to overcome the existing disadvantages of existing tests. A comparative-summary diagram of the tests is given in Figure 9.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Description</th>
<th>Parameters (%)</th>
</tr>
</thead>
</table>
| [7]  | Data: CT  
Subject: 2482  
Classification: COVID-19, Non-COVID-19  
Classifier: convolutional auto-encoder neural network (CAENN) | A=94 |
| [8]  | Data: CT, RT-PCR  
Subject: 536  
Classification: COVID-19, Non-COVID-19  
Classifier: Logistic regression, RF, NN | AUC=93 |
| [9]  | Data: RT-PCR  
Subject: 199  
Classification: COVID-19, Non-COVID-19  
Classifier: Conic Net | A=91.4  
S=94.1  
Spec=88.7 |
| [10] | Data: RT-PCR  
Subject: 5643  
Classification: COVID-19, Non-COVID-19  
Classifier: ANN, DT, PLS-DA, KNN | A=94.98 |
| [17] | Data: CT  
Subject: 852  
Classification: COVID-19, Non-COVID-19, pneumonia  
Classifier: CNN | A=96.22  
S=94.96  
Spec=97.61  
P=97.77 |
| [18] | Data: CT  
Subject: 1489  
Classification: COVID-19, Non-COVID-19  
Classifier: COVIDx-CT (CNN) | A=99.1 |
| [19] | Data: CT  
Subject: 1065  
Classification: COVID-19, Non-COVID-19, viral pneumonia  
Classifier: Inception transfer-learning | A=89.5  
S=87  
Spec=88 |
| [21] | Data: CT  
Subject: 1050  
Classification: COVID-19, Non-COVID-19, pneumonia  
Classifier: VGG16 and ResNet50 | A=88.52 |
| [22] | Data: CT, X-Ray  
Subject: 60  
Classification: COVID-19, Non-COVID-19, pneumonia  
Classifier: AlexNet, DenseNet, NASNet-Mobile, DarkNet | A=99.08 |
| [23] | Data: CT  
Subject: 708  
Classification: COVID-19, Non-COVID-19  
Classifier: CNN | A=97.88  
P=97.94  
F1-Score=97.8 |
| [24] | Data: CT  
Subject: 210  
Classification: COVID-19, Non-COVID-19, viral pneumonia  
Classifier: COVID-Nets | A=93.96  
S=94  
Spec=97.73 |
| [25] | Data: CT  
Subject: 1460  
Classification: COVID-19, Non-COVID-19, viral pneumonia  
Classifier: COVID-Nets | S=98  
Spec=96 |
| Proposed | Data: Scattergram Images  
Subject: 335  
Classification: COVID-19, Non-COVID-19  
Classifier: AlexNet-based Hybrid CNN | A=95.2  
F1-Score: 94.01 |
With the proposed method and the scattergram images used in this study, the detection of COVID-19 was performed with an accuracy of 95.2%. The advantage of this method is the use of easily accessible scattergram images from routine WBC subgroups (lymphocyte, monocytes, eosinophil, basophil, neutrophil) requested from almost all patients.

In patients with COVID-19, lymphopenia is frequently observed, varying according to disease severity, and the observed low lymphocyte count is evident in most patients at the time of admission to hospital [35, 36]. The reduction in lymphocyte count is associated with lymphocyte apoptosis, autophagy, and complex cytokine activities [37]. In addition, monocytopenia and eosinopenia are quite prominent in these patients [38]. In the study of Pozdnyakova et al. in which patients were classified according to the severity of COVID-19, they noted the presence of neutrophilia and left-shifted granulopoiesis (neutrophilia and left-shifted granulopoiesis) in intensive care patients and the presence of atypical lymphocytes and large granular lymphocytes in other groups [39].
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