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After years of development, face recognition is now a relatively perfect technology. It is 

non-contact, intuitive, simple, accurate, and applicable to complex practical environments. 

To a certain extent, the application of deep learning has enhanced the accuracy of face 

recognition. But there are some defects with deep learning in detecting face objects of 

different types in different environments, calling for further explorations. Therefore, this 

paper explores the low-light face recognition and identity verification based on image 

enhancement. Specifically, light processing and Gaussian filtering were adopted to suppress 

and eliminate the low-light effect of low-light face images. The basic framework and 

objective function of the existing generative adversarial network (GAN) were modified. By 

learning the mapping of side and front faces in multi-pose face images in the image space, 

a cross-pose GAN was established to turn faces of different poses into front faces. The 

proposed model was proved effective through experiments. 
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1. INTRODUCTION

The efficient management of crowdy places like 

governments, enterprises, and schools hangs on the efficient, 

fast, and safe verification and certification of the identities of 

the personnel entering and leaving these places [1-7]. 

Biometric personnel identification verifies the identity of a 

person, using his/her unique measurable or identifiable 

physical and behavioral features [8-17]. These physical 

features include face, fingerprint, palm print, retina, iris, and 

DNA, and the behavioral features include signature, voice, gait, 

etc. Among them, face recognition has evolved into a 

relatively perfect technology. It is non-contact, intuitive, 

simple, accurate, and applicable to complex practical 

environments. The application of deep learning to face 

recognition has enhanced the robustness, widened the 

applicable scope, elevated the accuracy, and guaranteed the 

security of face verification [18-22]. 

Sridhar et al. [23] compared two low-rank matrix 

approximation algorithms based on robust principal 

component analysis (RPCA) with the other algorithms in 

terms of the low-rank recovery performance on occluded face 

images, and proposed a new method that recognizes 

individuals in any given image, using the data histogram of the 

recovered sparse image. Deep learning algorithms based on 

convolutional neural network (CNN) are widely applied in 

computer vision. Zhu et al. [24] proposed a deep CNN 

(DCNN)-based low-light face recognition method, which 

enhances the low-light face image with multiscale Retinex, 

and imports the processed signals into a four-layer DCNN. 

The classification model was generated through iterative 

training of the neural network. Many state-of-the-art face 

recognition models cannot effectively detect the faces in 

images captured in low light. This problem can be solved by 

enhancing the illumination of the face images before face 

recognition. Huang and Chen [25] evaluated the relevant 

enhancement methods, and put forward a new feature 

reconstruction network based on these findings. A feature map 

was generated from the original face image and the enhanced 

image, without changing the illumination of face features. 

Focusing on low-light face images, Yang et al. [26] proposed 

an adaptive algorithm based on Otsu’s segmentation algorithm 

to collect images adaptively under low illumination. The 

AdaBoost classifier was adopted to verify the low-light face 

images before and after processing. Their model successfully 

enhances the accuracy of face detection. Mudunuri and Biswas 

[27] proposed a fully automatic approach to identify low-

resolution face images captured in an uncontrolled

environment: Multidimensional scaling was adopted to learn a

common transform matrix for the entire face, which

simultaneously transforms the face features of low- and high-

resolution training images, such that the distance between the

two images is close to that between the two images captured

under same controlled imaging conditions. Their approach

was tested on challenging real-world databases, and compared

with the most advanced strategy, a super-resolution, classifier-

based, cross-modal synthesis technique. The results

demonstrate the effectiveness of their approach.

The face images collected in complex public environments 

are constrained by multiple factors, including pixels, size, and 

light balance. These constraints limit the detection accuracy of 

face recognition methods. The application of deep learning 

improves the accuracy of face recognition to a certain extent. 

But there are some defects with deep learning in detecting face 

objects of different types in different environments, calling for 

further explorations. Therefore, this paper explores the low-

light face recognition and identity verification based on image 

enhancement. Section 2 adopts light processing and Gaussian 
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filtering to suppress and eliminate the low-light effect of low-

light face images. Section 3 modifies the basic framework and 

objective function of the existing generative adversarial 

network (GAN), and establishes a cross-pose GAN to turn 

faces of different poses into front faces, by learning the 

mapping of side and front faces in multi-pose face images in 

the image space. The proposed model was proved effective 

through experiments. 
 

 

2. LOW-LIGHT FACE IMAGE ENHANCEMENT 
 

To realize the intelligent monitoring of crowdy places, 

biometric identity verification is more convenient and accurate 

than traditional identity verification strategies. It is more 

suitable for practical scenarios like security and anti-terrorism. 

Figure 1 provides an example of identity verification. If the 

application scenario requires the identity verification to be 

invisible or applicable to non-cooperative personnel, face 

recognition would be the favored choice. 

The low-light face recognition aims to recognize face 

images with low illumination, complex background, and low 

quality. In a low-light face image, there are not much 

recognizable information. It is difficult to extract complete 

face features for sample matching. To minimize the effect of 

illumination on final face recognition rate, the low-light effect 

of the low-light face image must be suppressed and eliminated. 
 

 

 

 
 

Figure 1. Example of identity verification 

2.1 Light processing  

 

In this paper, the light of the low-light face image is 

enhanced through the histogram equalization, a technique of 

illumination normalization. A low-light color face image can 

be illustrated by the red-green-blue (RGB) color space. Here, 

the component of each channel, red, green, or blue, is 

equalized separately, and the three resulting components are 

combined as the output. Let g(n,m) be the input low-light face 

image; h(a,b) be the output image; R be the set of coordinates 

including the neighborhood center (a,b); N be the number of 

pixels in the neighborhood. Then, the histogram equalization 

can be expressed as: 
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2.2 Gaussian filtering 

 

In a low-light face image, any pixel containing the noise 

induced by the lack of illumination is much darker than the 

other pixels in the neighborhood. If the other pixels are ranked 

in descending order, the bottom pixels must be noisy, while 

the middle pixels are not likely to have noise. Therefore, this 

paper adopts the median filter to process the noisy pixels in the 

low-light face image. Let a1,a2 ......am be m pixels in the low-

light face image, which can be sorted in ascending order by 

pixel value as ai1<ai2<... ... aim. Then, the median can be 

calculated by: 
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3. MULTI-POSE FACE RECOGNITION 

 

In the unrestricted scene of low-light face recognition, there 

are few image samples for model training. The features of 

these samples are distributed unevenly. Adding to the 

difficulty of feature extraction in face recognition, the 

performance of deep learning-based face recognition depends 

on the type of the recognition model, and the uncertainty and 

other factors of face changes in the collected face images. 

After collecting multi-pose face images, the face recognition 

is generally achieved by face pose correction based on two-

dimensional (2D) or three-dimensional (3D) template. But 

oversampling may occur due to the small key feature area of 

the face. 

The human face changes in three dimensions: pitch angle, 

yaw angle, and roll angle. In collected images, the variation of 

the yaw angle often affects face recognition. To solve the 

problem, this paper modifies the basic framework and 

objective function of the existing GAN, and establishes a 

cross-pose GAN to turn faces of different poses into front 

faces, by learning the mapping of side and front faces in multi-

pose face images in the image space. 

Each collected multi-pose face image carries a label of the 

identity of the personnel in the image. After processing, the 

image will have real textures, and a front view. The original 

and processed images with the same identity label were treated 

as two training targets of the proposed GAN model. 
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To achieve the training goal, and to make the discriminator 

always judge the output image as true, the generator, which 

receives multiple multi-pose face images, must maximize the 

adversarial loss. Let TXO be the multi-pose face image. The 

encoder HBM will extract the deep eigenvector of the input TXO. 

The decoder HYM reconstructs the extracted deep eigenvector 

into a face image with front view: TXR=HYM(HBM(TXO)). 

Therefore, the objective function for generator optimization 

consists of two parts: the adversarial loss and the correlation 

loss. The former loss substantiates the adversarial training with 

the discriminator, while the latter loss represents the corrected 

front face features. Let L be the size of a small batch; TXO
i be 

the i-th multi-pose face image being inputted. The adversarial 

loss can be expressed as: 

 

( )( )
1

1
log

L
H O

CL i

i

SU C H TX
L =

=   (3) 

 

For each collected multi-pose face image, the symmetry 

between the pixels in the left and right faces is compared. Let 

Q and F be the width and height of the corrected front face 

image, respectively; TXr and TXg be the generated front face 

and the true front face, respectively. Then, the symmetric loss 

can be expressed as: 
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There is no absolute relationship between the pixels 

corresponding to TXr and those corresponding to TXg. 

However, the pixel changes in the corresponding key areas in 

multi-pose face image are continuous. To ensure consistency 

in key areas, eyes, nose, and mouth are denoted by k=1,2,3; 

the size of a key area is denoted by ||ok||; the pixel coordinates 

in a key area are denoted by (i,j). Then, the objective function 

can be expressed as: 
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Under the constraint of the above objective function, the 

generator reconstructs the input multi-pose face images into 

the desired face image with a front view. 
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Figure 2. Dimensional matching of face recognition on 

multi-pose face images 

In the actual application of face recognition and identity 

verification, the face image acquisition device usually collects 

a series of face images with continuously changing features. 

The face recognition of multi-pose face images can be 

significantly improved, if the string of images can be deeply 

fused to realize the complementarily between face features. 

The rotation information of the face can be represented by a 

3D rotation vector. This paper converts the rotation vector into 

a rotation matrix through the Rodrigues transform. The Euler 

angles of faces with different poses are thus acquired to 

generate the face offset angle. Figure 2 shows the dimensional 

matching of face recognition on multi-pose face images. 

For rotation vector ŝ=(sa,sb,sc), the modulus length is 

denoted by φ, and the unit vector is represented by ŝ←ŝ/φ. 

Then, the rotation matrix can be expressed as: 
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The face poses of the multi-pose face image can be 

decomposed into three different rotation angles: pitch angle, 

yaw angle, and roll angle, which are rotated around the a-axis, 

the b-axis, and the c-axis, respectively. If the rotation matrix 

can be expressed as: 
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According to the C-A-B turning system, the conversion 

from S to each Euler angle can be completed by: 
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Let o be the radian of the yaw angle for the obtained multi-

pose face image; θ[0, 1] be the confidence coefficient 

required for compression. If the face in the multi-pose face 

image looks at the front, then θ=1, and the face contributes the 

most to the complementarity of face features. As θ gradually 

decreases from 1 to 0, the face turns from the front to the side. 

In this case, the face contributes less and less to the 

complementarity of face features. The compression from o to 

θ satisfies: 

 
2oe −=  (11) 

 

Thus, the eigenvector supporting the complementarity of 

face features is the weighted average of the eigenvector of each 

image in the collected series of multi-pose face images: 
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Figure 3. Structure and workflow of the discriminator 

 

Based on the series of multi-pose face images, the front face 

can be generated as:  
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This paper classifies the series of multi-pose face images, 

with the aid of the discriminator in the cross-pose GAN. Two 

inputs TXr and TXg were designed for the discriminator based 

on the multi-task CNN (MTCNN). The discriminator can 

judge whether a collected multi-pose face image is true or false, 

and recognize the identity of the personnel in the input face 

images. The output of the discriminator is an M+1-

dimensional vector, where the first N dimensions are the 

eigenvector of the input face image, and the last 1 dimension 

is used to judge the true or false state of the image. Figure 3 

shows the structure and workflow of the discriminator. 

The loss function for discriminator optimization can be 

expressed as:  

 
C
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Let CM+1 be the M+1-th element outputted by the 

discriminator, which is responsible to judge whether the input 

multi-pose face image is true. Then, the adversarial loss in the 

above formula can be calculated by: 
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The eigenvector distance SUAN between two input images 

must be minimized, such that the generated front face has the 

same identity label with the true front face. Let CM be the first 

M-dimensional eigenvector outputted by the discriminator. 

Then, the minimization can be expressed as: 

( ) ( )
2

2

M r M g

ANSU C TX C TX= −  (16) 

 

Through the above training, the proposed discriminator can 

judge the true or false state of the inputted series of multi-pose 

face images, while acquiring the deep eigenvectors of faces. 

The obtained deep eigenvectors are then classified by the 

classifier. The results can be directly applied to verify the 

identity of personnel. 

 

 

4. EXPERIMENTS AND RESULTS ANALYSIS 

 

It is not necessarily good to have more complementary face 

features. Figure 4 compares the face recognition accuracy at 

different number of complementary face features. A series of 

continuous and non-overlapping face images were collected, 

and imported to our network model. With the increase of 

complementary face features, the face recognition accuracy 

first increased and the decreased. On average, face recognition 

accuracy reached the best level, when there were four face 

features. 

In addition, four commonly used classical databases were 

selected. Each face image was divided, such that the local 

features are evenly distributed in each zone. Under this 

premise, the image resolution was reduced by 2-8 times to test 

the face recognition rate. Figure 5 shows the face recognition 

rates at different resolutions. 

 
 

Figure 4. Relationship between the number of 

complementary face features and the recognition accuracy 

 

 
 

Figure 5. Face recognition rates at different resolutions 
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As shown in Figure 5, the face recognition rate decreased 

gradually with the decline of image resolution on each dataset. 

When the resolution dropped by 4 or more times, the 

recognition rate on each dataset fell below 60%, failing to meet 

the actual needs of face recognition. Thus, the original 

resolution was reduced by 4 times, and the resulting images 

were taken as the targets of simulation. 

Figure 6 displays the effect of block level and quantization 

level on the accuracy of low-light face recognition. 

Theoretically, the description degree of the feature 

information of the face image is determined by the fineness of 

the block and quantization. If the block level and the 

quantization level are high, it will lead to feature redundancy, 

increase the computational complexity, and reduce the 

computational speed. If the block level and quantization level 

are too small, the generated face features will lack statistical 

significance. As shown in Figure 6, the face recognition rate 

was high, when the resolution was 502 or 602, and the face was 

divided into 8 local feature zones; the face recognition rate was 

optimal, when the resolution was 302 or 402, the face was 

divided into 10 local feature zones. 

Figure 7 demonstrates the effect number of training samples 

and resolution on recognition accuracy of low-level face 

images. The proposed face feature complementation algorithm 

was applied to classify and recognize five different face poses. 

As shown in Figure 7, the recognition accuracy of each type 

of pose was above 80%, when the resolution was 502, and the 

training set size was 400. The recognition accuracy of each 

type of pose was above 84%, when the resolution was 602, and 

the training set size was 450. In addition, the faces were 

recognized more and more accurately, with the growing 

number of training samples. Thus, the face recognition and 

identity verification of low-light images need a sufficiently 

large training set. However, the recognition effect on images 

containing strongly left-skewed or right-skewed faces was not 

satisfactory, even if there were lots of samples. 

To test the robustness of our algorithm to illumination, the 

samples with normal illumination in the sample set were 

treated as training samples, and the other samples as test 

samples. Figure 8 shows the influence of illumination on low-

light face recognition accuracy. As shown in Figure 8, our 

algorithm recognized faces more accurately than principal 

component analysis (PCA), MTCNN, and DCNN. Therefore, 

the proposed low-level face recognition algorithm, which is 

based on face feature complementation, can extract light-

invariant features from face images excellently, as long as the 

illumination changes in the required range. 

 

  
(1) Block level (2) Quantization level 

 

Figure 6. Effect of block level and quantization level on low-light face recognition accuracy 

 

  
(1) Number of training samples (2) Resolution 

 

Figure 7. Effect of number of training samples and resolution on recognition accuracy of low-level face images 
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Figure 8. Effect of illumination on recognition accuracy of 

low-level face images 

 

 

5. CONCLUSIONS 

 

Based on image enhancement, this paper explores the low-

level face recognition and identity verification. Firstly, the 

low-light effect of low-light face images was suppressed and 

eliminated through light processing and Gaussian filtering. 

Next, the basic framework and objective function of the 

existing GAN were revised, and a cross-pose GAN was 

established to transform faces of different poses into front 

faces. The transform was realized by learning the mapping of 

side and front faces in multi-pose face images in the image 

space. In addition, the authors analyzed the relationship 

between the number of complementary face features and the 

recognition accuracy, revealing that, on average, face 

recognition accuracy reached the best level, when there were 

four face features. Moreover, the authors investigated how the 

recognition accuracy of low-level face images is influenced by 

block level and quantization level, by the number of training 

samples and resolution, and by the illumination. The results 

show that the proposed low-level face recognition algorithm, 

which is based on face feature complementation, can extract 

light-invariant features from face images excellently, as long 

as the illumination changes in the required range. 
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