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Quantum dot Cellular Automata (QCA) is a rapidly developing nanotechnology that offers 
ultra-low energy loss, increased speed, and incredibly tiny area requirements. The two 
most important building blocks of QCA nano computing are the multiplexer and 
demultiplexer. The performance of new 2:1 multiplexer and 1:2 demultiplexer QCA 
layouts was investigated in this study. For a better performance study, two methodologies 
were used to measure energy loss, and alternative cost functions were explored. Total 
energy losses of 14.30 meV and 7.37 meV for the proposed multiplexer and demultiplexer, 
respectively, were detected using the software QDADesigner-E (QDE) in the Coherence 
vector simulation mode applying the Runge Kutta approximation technique. According to 
QCAPro, at the tunneling level 0.5EK and temperature 2K, the total energy loss of the 
multiplexer and the demultiplexer is 35.60 meV and 37.19 meV, respectively. Cost 
functions for both experimental items were also calculated in three different methods.  
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1. INTRODUCTION

Previously, complementary metal-oxide-semiconductor
(CMOS) technology was the dominant technique for 
designing nano-scale electronic circuits. Many problems 
plagued CMOS technology and the fact that it is rapidly 
reaching its physical boundaries [1]. Then emerged a slew of 
alternative technologies, with Quantum-dot Cellular Automata 
(QCA) being one of the most promising for resolving these 
challenges and continuing nano-level design. This concept 
was first proposed by C. S. Lent et al. in 1993 for nano-level 
circuit design [1]. This method is essentially based on the 
tunneling of electrons within a square shaped semiconductor 
cell known as a QCA cell, which has four quantum dots at each 
corner [2]. As a result, a cell, as shown in Fig. 1, is the smallest 
unit of QCA technology. Due to Coulombic repulsive force, 
two electrons can travel within the cell among the four dots 
and try to pick the diagonal locations of the square, which is 
the largest distance between them [1]. As a result, two 
configurations are available, as indicated in Fig. 1: polarisation 
‘-1’ or logic 0 and polarisation ‘+1’ or logic 1 [2]. In 1997, the 
notion of QCA cell manufacture was developed [3]. 
The majority gate or majority voters, QCA-wire, and QCA-
inverter, are the core elements of QCA technology, and these 
elements may be used to build different logic circuits. A 
majority voter has three inputs and one output, as shown in 
Fig. 2 [4]. The majority voter’s driver cell is that cell located 
at the center. It behaves as an AND gate if one of the three 

inputs is fixed at polarization ‘-1’, and as an OR gate if one of 
the three inputs is fixed at polarization ‘+1’, [4]. As seen in 
Fig. 2, the output follows the equation AB + BC + CA for three 
inputs A, B, and C. The arrangement of a few cells in a series 
called QCA wire, as illustrated in Fig. 3, is in which the input 
polarization is transferred from one cell to the next until it 
reaches the output without making any changes [5]. When two 
cells are positioned diagonally, as illustrated in Fig. 4, it 
operates as a NOT gate, which is known as a QCA inverter [4]. 
There is no requirement for an additional bias voltage source; 
instead of, QCA may conduct operations by utilizing the four 
clocks internally, and there is a 90-degree phase difference 
between each phase of the four clocks to ensure low power 
depletion [5]. Each clock has four stages: the switch phase, 
hold phase, release phase, and relax phase, as shown in Fig. 5 
[6]. 

Basically, the extensive research work in the QCA domain 
has yet to be completed in terms of designing and modeling of 
digital circuits. Researchers have already been described 
components used for the designing and modeling of digital 
circuits such as Logic gates [7, 8], adders [9, 10], subtractors 
[11, 12], comparator [13], multiplier [14], flip-flops and 
memory [15, 16], registers [17-19], counters [20, 21], 
arithmetic logic units (ALU) [22, 23], etc. Researchers have 
recently focused on the field of nano communication. 
Multiplexer and demultiplexer circuits have been chosen as 
the essential design elements because they are simple and have 
several uses in the field of nano communication. In this article, 
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a simple and basic multiplexer and demultiplexer are 
considered experimental objects. The projected multiplexer 
and demultiplexer designs are motivated by the work reported 
in [24] and [25]. It should be noted that both the experimental 
entities, namely multiplexer, and demultiplexer, are relatively 
simple in that they occupy a small amount of area and have a 
low level of cell complexity. The estimation of energy loss and 
simple circuits costs are contemporary QCA technological 
advances that have accelerated our study. Simple QCA 
multiplexer and demultiplexer design is important and have 
their assigned applications in the field of nano communication 
and nano computation, such as nano switch, reversible 
computing circuits, nano router, and so on. In QCA 
technology, the modern and advanced design trends are given 
as follows: 

 Simple layout design and analysis 
 Calculation of energy dissipation 
 Cost estimation for better evaluation 

 
Figure 1. QCA cell 
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Figure 2. QCA Majority voters or Majority gate 

0 0

 

Figure 3. QCA Wire 

INPUT

10

OUTPUT

 
 

Figure 4. QCA Inverters 

Zone 0

Zone 1

Zone 2

Zone 3

hold

relax

Time
π/2 π 3π/2 2π

Inter-dot 
barrier

 
Figure 5. QCA clocking scheme 

2. FORMER WORKS AND GAPS 

Multiplexers and demultiplexers have clogged the QCA 
literature. Over the past few years, there have been several 
good designs have been made that have been discussed. Roohi 
et al. (2011) created a 2:1 multiplexer with a complexity of 
twenty-seven clocks [26]. Kianpour et al. (2013) proposed a 
simple and basic multiplexer design that contains twenty-two 
cells and three clocks [27], whereas Chabi et al. (2014) 
extended a multiplexer almost identical to the previous 
designs, which includes twenty-three cells and three number 
of clock zones similar to the previous design [28]. Likewise, 
B. Sen et al. (2015) constructed an efficient 2:1 multiplexer 
with only two clocks employing twenty-three cells [29]. 
Rashidi et al. (2016) devised a multiplexer that consists of 
fifteen-cell with an area of each cell is 0.01 µm2 [30]. J. C. Das 
et al. (2016) created a 2:1 multiplexer with the help of three 
majority voters and one inverter. It is found that the area has 
been utilized by 47.22% [31]. Rashidi et al. (2017) developed 
the multiplexer layout with the help of basic gates such as two 
AND gates, one OR gate, and one NOT gate [32]. Asfestani et 
al. (2017) developed an efficient and cost-effective QCA 
multiplexer structure without any help from the majority voter 
[33]. Khosroshahy et al. (2017) investigated a different 
method for minimizing the multiple inputs fed in multiplexers 
externally [34]. F. Ahmad (2017) proposed a procedure to 
design a 2n: 1 QCA multiplexer, whereas Ahmadpour et al. 
(2018) constructed a fault-tolerant multiplexer in QCA 
technology by utilizing the four clocks and used the QCAPro 
tool to estimate the energy loss with complexity 36 [35, 36]. 
M. Mosleh (2018) discussed a multilayer design approach by 
utilizing the new majority voter (MV32) idea [37]. L Xingjun 
et al. (2019) investigated a 2:1 multiplexer by utilizing 22 cells 
with an overall area of 0.03 µm2 [38]. E. AlKaldy et al. (2020) 
developed an optimum design of a QCA multiplexer by 
utilizing the 11 cells without requiring any majority voters 
[39]. In the same way, there are various examples in the 
literature to design QCA multiplexers, which might make this 
topic extremely lengthy. The QCA demultiplexer unit, 
however, is an exception. In the QCA literature, despite the 
intensification of multiplexers, it lacks contributions to 
demultiplexer design. To maintain the continuity of the 
discussion, a couple of decent demultiplexers we’re discussing 
here. For designing the circuit in the highest order, N. A. Shah 
et al. (2011) proposed a modular demultiplexer with the help 
of 56 cells [40]. J. Iqbal et al. (2013) proposed another 
modular 1:2 demultiplexer with complexity 27 [41]. L. H. B. 
Sardinha et al. (2015) developed a nano communication 
demultiplexer [42]. N. Safoev et al. (2016) presented a 
multilayer 1:2 demultiplexer structure with a couple of clocks 
and 21 cells [43]. F. Ahmad (2017) recommended a 
demultiplexer with 21 cells, while J. C. Das et al. (2017) 
suggested a demultiplexer with 32 cells [35, 44]. Apart from 
the above list of QCA demultiplexers, no other demultiplexer 
designs are known to have existed in the literature. 
Nevertheless, the number of articles never exceeds the number 
of QCA multiplexer research. As a result, the following are the 
significant gaps in the QCA literature: 

 There is a dearth of careful examination of simple 
multiplexer and demultiplexer configurations in the 
QCA literature. 

 There are no substantial cost function calculations in 
the literature. 
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 There are no thorough energy loss calculations
utilizing QCAPro and QDE tools in the QCA
literature.

From the literature, the aforementioned gaps have been 
identified and addressed by examining a basic multiplexer and 
a simple demultiplexer in this study. The layouts were 
designed using the QCADesigner-2.0.3 [45] simulation 
environment. QCADesigner-E (QDE) [46] tool used the 
Range-Kutta method is used for the approximation and 
estimate of the energy in the Coherence vector mode. In 
addition, a separate tool, QCAPro [47], was utilized to 
calculate energy dissipation, making this paper more robust. 
Different cost-effective functions and other design 
characteristics have been introduced for better analysis. 

3. PROPOSED EXPERIMENTAL UNITS

In this article, a QCA multiplexer (MUX) and a QCA
demultiplexer (DEMUX) are the experimental entities. By 
employing the QCA technique, the design of layouts of both 
units is pretty straightforward. The proposed QCA layout of a 
basic 2:1 MUX is illustrated in Fig. 6. It consists of two input 
lines represented as ‘M’ and ‘N’, one select line is represented 
as ‘S’, and one output line denoted as ‘O’. From Fig. 7, the 
proposed QCA layout of a simple 1:2 DEMUX consists of one 
input line denoted as ‘O’, one select line is represented as ‘S’, 
and two output lines represented as ‘M’ and ‘N’, respectively. 
The appropriate truth table for the proposed QCA MUX and 
QCA DEMUX is given in Table 1. Simulation results of the 
proposed QCA MUX and DEMUX are demonstrated in Fig. 8 
and Fig. 9, respectively. 
The proposed QCA MUX has a complexity of 28 with a cell 
area consisting of 9072 nm2 = 0.009072 µm2 and a total area 
of 54102 nm2 = 0.05 µm2. In contrast, the proposed QCA 
DEMUX has a complexity of 24 with a cell area consisting of 
7776 nm2 = 0.007776 µm2 and a total area of 44719 nm2 = 0.04 
µm2. 

Table 1. Logic table of multiplexer and demultiplexer 

Multiplexer Demultiplexer 
Select 
line 

Inputs Output Select 
line 

Input Outputs 

S M N O S O M N 
0 0 0 0 0 0 0 0 
0 0 1 0 0 1 0 1 
0 1 0 1 1 0 0 0 
0 1 1 1 1 1 1 0 
1 0 0 0 0 0 0 0 
1 0 1 1 0 1 0 1 
1 1 0 0 1 0 0 0 
1 1 1 1 1 1 1 0 

4. ANALYSIS OF DESIGN PARAMETERS

All the essential QCA-layout design matrices have been
discussed below for the proposed multiplexer and 
demultiplexer: 

Complexity 
The complexity is defined as the total number of cells 

required to build a QCA layout. The suggested 2:1 QCA MUX 
requires 28 cells with a complexity of 28, while the proposed 
1:2 QCA DEMUX with a complexity of 24. 
Occupied Area 

In QCA designs, there are two area parameters: cell area and 
total area. Cell area is the region used by the design’s cells, 

and it’s computed by multiplying cell count by (18  18) nm2. 
This proposed multiplexer has a cell area requirement of 9072 
nm2 = 0.009072 µm2 and a total area requirement of 54102 nm2 
= 0.05 µm2. In contrast, the proposed demultiplexer has a cell 
area requirement of 7776 nm2 = 0.007776 µm2, and a total area 
requirement of 44719 nm2 = 0.04 µm2. 
Area usage 

We know that the following equation would be used to 
indicate the percent of area usage: 

𝑎𝑟𝑒𝑎 𝑢𝑠𝑎𝑔𝑒 =
௖௘௟௟ ௔௥௘௔ ௡௘௘ௗ௘ௗ

௧௢௧௔௟ ௔௥௘௔ ௡௘௘ௗ௘ௗ
× 100% 

The area of utilization of the projected multiplexer is 
evaluated as 16.76%, and the utilized area of the demultiplexer 
is evaluated as 17.39%. 

Figure 6. Proposed QCA multiplexer unit 

Figure 7. Proposed QCA demultiplexer unit 

Number of clock phases used 
For the successful simulation of the proposed QCA MUX 

and QCA DEMUX, there is three and two clock phases or 
clock zones are used. 
Latency in clock-cycle 

The time difference between the output and the input is 
called latency in the clock-cycle. It is also known to be the 
input-to-output latency. The suggested multiplexer has a delay 
of 0.75-clock-cycle since it uses 3-clock-phases in the worst 
path to reach output from input. We know that four clock 
phases equal a 1-clock-cycle. Similarly, the latency of the 
proposed demultiplexer is 0.5-clock-cycle. 
Number of used gates 

There is only a single inverter, and three majority voters 
(majority gates) have been used to construct the proposed 
QCA MUX, respectively. In the case of QCA DEMUX, there 
are a couple of inverters and one majority gate has been used, 
respectively. 
Number of used crossovers 
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No wire-crossing has been used to design the QCA layout 
for both the experimental items. In addition, both the layouts 
are single-layered. 

 
5. ENERGY ESTIMATION 

Energy estimate is a new trend in QCA circuit analysis. 
QCAPro tool is a standard tool used to estimate the energy and 
also the cell to cell energy dissipation calculation. QCAPro 
tool is the most commonly used energy computation tool, 
which is very well known. Unfortunately, it won’t be worked 
with any newer or advanced versions of tools, like 
QCADesigner-2.0.3. QCAPro only supports older versions of 
the tool, QCADesigner-1.0.0, and QCADesigner-1.0.1. It is 
the shortcomings of this tool. 
However, QCADesigner-E (or QDE) is a relatively advanced 
tool that is used for the coordinate-based estimation of energy 
dissipation of the multiplexer and demultiplexer. One of the 
two approximation-based approaches (that is, the Eular 
technique or the Range-Kutta approach) is required to evaluate 
the energy loss (or energy dissipation) using QDE. In the 
previous work, authors in [25], [48] evaluated the energy with 
the help of the Euler approach. However, the same is presented 
here using the Range-Kutta approximation approach. 
 

 
Figure 8. Simulation output of QCA multiplexer 

 

 
Figure 9. Simulation output of QCA demultiplexer 

 
A brief discussion about QCAPro is required to preserve the 

continuation. We may estimate the non-adiabatic energy loss 
of QCA logic circuits using the QCAPro tool. Its foundation 
is the well-known Hartree-Fock approximation [49, 50]. By 
using the Hamiltonian matrix [47], the overall energy of the 
QCA cell has been computed, which reflects the Colubmic 
interaction between cells and is indicated in equation (1). 

𝐻ప
෢ =  ቎

ିாೖ

ଶ
∑ 𝐶௝𝑓௜,௝௜ −𝛾

−𝛾
ାாೖ

ଶ
∑ 𝐶௝𝑓௜,௝௜

቏   (1) 

Where iC represents the polarization of thi adjacent cell, 

the geometrical factor which is related to the electrostatic 

interaction between thi cell and thj cell is denoted by ,i jf , and 

the tunneling energy between two cell states is represented by 
  [49, 50]. The anticipated energy value of a cell for every 

clock cycle is derived and expressed as in equation (2)  

𝐸 =  〈𝐻〉 =  
ℏ

ଶ
 ×  𝛤 ×  𝜆    (2) 

During the estimation of energy loss by using the QDE tool, 
the expression of the instantaneous power flow into a QCA 
cell can be written as 

𝑃௧௢ =
ௗா

ௗ௧
=  

ℏ

ଶ
 ቂ

ௗ୻

ௗ௧
. 𝜆ቃ +

ℏ

ଶ
[𝛤.

ௗఒ

ௗ௧
]   (3) 

where  denotes the coherence vector, the 3-D (three-
dimensional) energy vector is represented by  , and the 
reduced Planck constant denoted by ℏ. 

In equation (3), the first part of instantaneous power is 
ℏ

ଶ
 ቂ

ௗ୻

ௗ௧
. 𝜆ቃ, which combines the cell-to-cell power and clock in-

out power [50]. The second part of the instantaneous power is 
ℏ

ଶ
[𝛤.

ௗఒ

ௗ௧
] which combines the instantaneous power itself and 

dissipated power [50]. For a given period of time [-T, +T], the 
energy dissipated from a QCA cell is given as  

𝐸ௗ =
ℏ

ଶ
∫ [𝛤.

ௗఒ

ௗ௧
]𝑑𝑡

ା்

ି்
     (4) 

Similarly, we can determine the leakage power loss (energy 
dissipation) and switching power loss with the help of equation 
(5) and equation (6), respectively [50]. 

𝑃௟௘௔௞௔௚௘ =  
ଵ

ଶೝ
∑ 𝑃௜,௡→௠

௟௘௔௞௔௚௘ேି௥
௜ୀଵ    (5) 

𝑃௦௪௜௧௖௛ =  
ଵ

ଶೝ
∑ 𝑃௜,௡→௠

௦௪௜௧௖௛ேି௥
௜ୀଵ     (6) 

The energy dissipation may be measured in three tunneling 
energy levels with γ = 0.5EK, γ = 1.0EK, and γ = 1.5EK at a 
fixed temperature (2K) using the tool QCAPro. We can find 
out the energy loss due to leakage, switching, and the overall 
loss with the help of the QCAPro tool. According to the 
QCAPro tool, the aggregate energy dissipation of the proposed 
QCA multiplexer is 35.60 meV at γ = 0.5EK, is 48.39 meV at γ 
= 1.0EK and is 63.71 meV at γ = 1.5EK. The aggregate energy 
dissipation of the proposed demultiplexer is 37. 19 meV at γ = 
0.5EK, is 47.63 meV at γ = 1.0EK and is 60.34 meV at γ = 0.5 
EK. Fig. 10 and Fig. 11 illustrates the polarization hotspots of 
the proposed multiplexer and demultiplexer, as measured 
using QCAPro at γ = 0.5EK and 2K temperatures, respectively. 
Using QCAPro γ = 0.5EK and 2K temperature, the energy 
hotspots of the multiplexer are displayed in Fig. 12, and the 
same for the demultiplexer is presented in Fig. 13. The deeper 
colors denoted higher energy dissipation and polarization 
levels. Table 2 depicts the energy dissipation of the proposed 
items using QCAPro. 
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QCADesigner-E or QDE is a new tool for energy estimation, 
which is an extension of the popular tool QCADesigner. We 
calculated the energy dissipation based on the Runge Kutta 
approximation [46]. In a QCA cell, an array of the cell is 
considered and assigns coordinate numbers to each individual 
cell. For the mathematical analysis of QCADesigner, the cell 
can be treated as a bath of energies (that is, soaking of energy) 
[46]. Let E_BATH represent the overall amount of energy that 
gets transferred and separated from the respective clock cycle 
to the ‘bath’ of all QCA cells, and the overall energy loss is 
given as ∑ 𝐸_𝐵𝐴𝑇𝐻௔௟௟  [52, 53]. The three components of 
energy loss have been added to determine the overall energy 
loss, and it is given as ∑ 𝐸_𝐵𝐴𝑇𝐻௔௟௟ = 𝐸஼௄ + 𝐸ா௏ + 𝐸ூை , 
where ECK denotes the aggregate of all the energy between 
QCA cells, and the clock gets transferred and separated by 
each clock cycle, EEV represents the energy that transfers 
between the QCA cells and the environment, and EIO denotes 
the movement of energy transferred amongst QCA cells [46]. 
Note that EIO = EIN – EOUT for QCA wire, where EIN denotes 
the energy that gets entered inside the QCA cell, and EOUT 
represents the energy left from the QCA cell. During the 
evaluation of loss of energy, a minor mistake may occur is 
represented as ERR. The overall analysis of QCA cell energy 
errors for each clock cycle is expressed as ERR = EEV − (ECK + 
EIO) [46]. Depending on the transmission of energy direction, 
an error can be either ‘+’ or ‘-’. If the error is ‘+’, the positive 
energy value has been transferred and transported to the 
nearby environments to EEV, EIO, and ECK. The energy was 
estimated using the Runge Kutta approximation and ‘array 
coordinates’ as presented by QDE [46]. ‘[column number] 
[row number]’ is the format for the array coordinates. A total 
of 500000 samples were taken and examined for the 
simulation with coherence vector energy as the simulation 
mode. The QCA multiplexer’s overall energy loss is 14.30 
meV, with a minor error of -1.41 meV, and its average energy 
loss per cycle is 1.30 meV, with a negligible error of -0.128 
meV. Similarly, the demultiplexer has an aggregate energy 
consumption of 7.37 meV with a trivial error of -0.654 meV, 
and the average energy loss per cycle is 0.670 meV with a 
negligible error of -0.0595 meV. Fig. 14 and Fig. 15 illustrate 
the ‘array coordinates’ of the multiplexer and demultiplexer, 
respectively. Table 3 and Table 4 show the energy dissipation 
values in meV of the multiplexer’s output coordinates ‘[10] [3]’ 
and the demultiplexer’s one output coordinates ‘[8] [3]’. 

 
6. COST CALCULATION 

During the evaluation of the performance of a QCA circuit, 
the cost is an essential parameter or element which needs to be 
considered. Cost is also one of the most important research 
trends currently in QCA circuit design, which is used to assess 
the cost for better performance analysis. 

 
6.1 Area-delay Cost  

Area-delay cost is defined as the generic cost of QCA 
circuits. It is considered as the performance metric mostly used 
for circuit performance analysis, where most researchers are 
looking to improve performance. It can be figured out by 
utilizing the overall area to build the QCA architecture as well 
as by using the input to output delay. Input to output delay is 
now called as latency, where the output delay is relatively 
dependent to the input. The number of clock-cycle has been 

used to represent the latency or delay. Our experimental MUX 
and DEMUX have the same delay, which is 0.5-clock-cycle, 
or half a clock-cycle. The relation between area and delay cost 
can be expressed as (Area) × (latency)2 [51, 52]. The overall 
area and latency for the proposed QCA MUX are 0.05 μm2 and 
0.75-clock-cycle, respectively. Then, the area-delay cost for 
the proposed QCA MUX is evaluated as 0.028125 μm2-(clock-
cycle)2. Similarly, for the proposed QCA DEMUX, the overall 
area and latency are 0.04 μm2 and 0.5-clock-cycle, 
respectively. Then, the area-delay cost for the proposed QCA 
DEMUX is evaluated as 0.01 μm2-(clock-cycle)2. 

 
6.2 QCA-specific Cost 

This parameter is mainly considered for the QCA circuits. 
Also called it as figure of Merit (FoM) given by [51, 52]. The 
number of employed majority voters (MV), clocks (CK), 
crossover (CV), and inverters is taken into consideration to 
make a QCA architecture. The evaluation of QCA-specific 
cost for QCA circuits can be expressed as FoM is ((MVm + IN 
+ CVn) × CKp) [50, 54]. Where m, n, and p represent the 
majority voter, crossover, and clocks count of experimental 
loads. Commonly, the value of weights will be considered m 
= n = p = 2 as fixed value [50, 54]. For the proposed QCA 
MUX, the FOM is calculated as (32 + 1 + 0) × 32 = 90 and the 
FOM for the proposed QCA DEMUX is reported as (22 + 2 + 
0) × 22 = 24. 

 
Figure 10. Polarization hotspots of the proposed multiplexer 
 

 
Figure 11. Polarization hotspots of the proposed 

demultiplexer 
 

 
Figure 12. Energy hotspots of proposed multiplexer 
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Figure 13. Energy hotspots of the proposed demultiplexer 

 
6.3 Energy-delay Cost 

The energy dissipations were computed using the QDE and 
QCAPro tools, resulting in two different energy-delay cost 
functions. However, using the QCAPro tool, in this study, the 
energy-latency cost will be determined exclusively by 
assessing the energy losses (meV) at the 1.0EK tunneling 
energy level. It’s very valuable to note that the evaluation may 
be the same for tunneling energy levels 0.5EK and 1.5EK as 
well. The formulation for the calculation of the parameter 
called energy-latency cost is expressed as (Ex × Dy), where E 
denotes the loss of energy, D represents the latency (or delay), 
x = y depicts the experimental loads (weights) [51, 52]. The 
generic value of experimental loads will be considered as 2 (x 
= y = 2) for the present experiment. The overall energy loss 
will be evaluated for the proposed QCA MUX, and QCA 
DEMUX at temperature 2K with 1.0 EK tunneling energy 
levels is 48.39 meV and 47.63 meV, respectively. For the 
proposed QCA MUX and QCA DEMUX, the latency is 
evaluated as 0.75-clock-cycle and 0.5-clock-cycle, 
respectively. Therefore, the energy-latency cost for the 
proposed QCA MUX is calculated as (48.39)2 × (0.75)2 = 
1317.145556 meV2-(clock-cycle)2. Similarly, the energy-
latency cost for the proposed QCA DEMUX is calculated as 
(47.63)2 × (0.5)2 = 567.154225 meV2-(clock-cycle)2. 
 

 
Figure 14. Array coordinates of QCA multiplexer in QDE 

 
Figure 15. Array coordinates of QCA demultiplexer in QDE 

 

7. COMPARISONS AND ANALYSIS 

From the last five years of literature on QCA circuit design, 
this article has selected some well and accurate designs of 
QCA for comparison. To make a comparison, this article 
considers one of the most important parameters, which is 
energy loss computation. Nevertheless, in recent research, the 
energy loss parameter by multiplexer or demultiplexer has not 
been taken into consideration. Only E. Alkaldy et al. (2020) 
[36] and F. Ahmad (2017) [35] utilized the tool called QCAPro 
tool to determine the energy loss by multiplexer. Even so, 
there is no work to be done included previously for the 
evaluation of energy loss by the demultiplexer. However, this 
work used the Range Kutta approximation in the QDE tool to 
dissipate energy. Also, QCAPro-based energy dissipation has 
been discussed. It is one of the most significant benefits of this 
work. 

Consideration of cost functions will be the other most 
prominent factor. This parameter has been discussed in a broad 
manner. This work has been examined in three types of cost 
functions, but there is no work that has been done and 
addressed the issues previously. The area-delay cost for the 
proposed QCA MUX and QCA DEMUX are properly 
designed since their area-latency (or delay) cost is 0.028125-
unit and 0.01-unit, respectively. In the same way, the presented 
multiplexer and demultiplexer have computed QCA-specific 
costs or FoMs of 90 and 24, respectively, which are acceptable 
values. The proposed QCA MUX and QCA DEMUX have 
calculated energy-latency costs of 1317.145556-unit and 
567.154225-unit, respectively. It’s very important to note that 
there is no research work done to estimate all the cost 
parameters for the proposed QCA MUX and DEMUX. Table 
5 and Table 6 include a few general metrics such as 
complexity, area, area utilization, counting clocks, latency (or 
delay), and gate count of multiplexer and demultiplexer, 
respectively, to help comparisons. 

8. CONCLUSION AND FUTURE SCOPE 

The experiment used QCA architectures with minimal 
circuit complexity, area demand, and cost. They have lower 
energy dissipation, as determined by QDE calculations. In an 
experimental examination of energy estimates utilizing 
QCADesigner-E or QDE, low energy losses were discovered 
for both circuits. In the present era of QCA technology trends, 
this article is very valuable because it perfectly follows the 
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current design trends. In this article, an evaluation of three 
different sorts of costs has been done. Here, we address the 
basic MUX and simple DEMUX area-latency, QCA-specific, 
and energy-latency costs to show that the objects are more than 
efficient. 

As an outcome of this work, these small blocks construct a 
method for designing higher-order nano computational 

circuits, particularly nano-communication devices such as 
nano-routers, in which MUX and DEMUX are inescapable 
blocks. This part should include the research’s primary 
findings as well as a clear explanation of their significance and 
relevance. It is also possible to discuss the work’s weaknesses 
and potential research directions.

 

Table 2. Energy losses of proposed modules using QCAPro 

Circuits Leakage energy loss (𝒎𝒆𝑽) Switching energy loss (𝒎𝒆𝑽) Total energy loss (𝒎𝒆𝑽) 
0.5EK 1.0EK 1.5EK 0.5EK 1.0EK 1.5EK 0.5EK 1.0EK 1.5EK 

MUX 9.23 26.01 44.83 26.37 22.38 18.88 35.60 48.39 63.71 
DeMUX 6.87 20.64 36.86 30.32 26.99 23.48 37.19 47.63 60.34 

 
Table 3. Energy loss (meV) of the output coordinates [10][3] of multiplexer using QDE 

EBATH ECK EIO EIN EOUT ERR EK EBATH_total ECK_total ERR_total 
0.017557 -0.0076949 -0.011224 -0.011224 0.0000 -0.0013615 EK [0] =+1.48361100 1.7615 0.050822 -0.17972 
0.017523 -0.0076849 -0.011196 -0.011196 0.0000 -0.0013578 EK [1] = -0.00197461 1.2447 0.92239 -0.12145 
0.010213 -0.0063277 -0.0044324 -0.0044324 0.0000 -0.00054687 EK [2] = +0.00092847 0.61699 1.5635 -0.052036 
0.017558 -0.0076941 -0.011226 -0.011226 0.0000 -0.0013616 EK [3] = +0.04413817 1.7710 0.15963 -0.18139 
0.010292 -0.0016754 0.0059024 0.0059024 0.0000 -0.00055968 EK [4] = +0.00092847 1.7075 0.13696 -0.17396 
0.010296 -0.0016795 0.0059390 0.0059390 0.0000 -0.00056015 EK [5] = -0.001974610 1.1908 1.0088 -0.11568 
0.010208 -0.0063252 -0.0044289 -0.0044289 0.0000 -0.00054632 EK [6] = +0.00092847 1.2311 0.69247 -0.12123 
0.017555 -0.0076805 -0.011235 -0.011235 0.0000 -0.0013612 EK [7] = -0.001974610 1.1564 1.0321 -0.11284 
0.017557 -0.0076949 -0.011224 -0.011224 0.0000 -0.0013615 EK [8] = +0.00572710 1.7615 0.050822 -0.17972 
0.017523 -0.0076849 -0.011196 -0.011196 0.0000 -0.0013578  1.2447 0.92239 -0.12145 
0.010213 -0.0063277 -0.0044324 -0.0044324 0.0000 -0.00054687 0.61699 1.5635 -0.052036 

 

Table 4. Energy loss (meV) of one of the output coordinates [8][3] of demultiplexer using QDE 

EBATH ECK EIO EIN EOUT ERR EK EBATH_total ECK_total ERR_total 
0.0090578 0.0019017 -0.011395 -0.011395 0.0000 -0.00043584 EK [0] = -0.001974610 0.41713 0.29614 -0.030987 
0.0099539 -0.031252 0.020750 0.020750 0.0000 -0.00054837 EK [1] = +0.00148361 1.0672 -0.20694 -0.10404 
0.0090143 -0.0032474 -0.0061998 -0.0061998 0.0000 -0.00043299 EK [2] = -0.009219376 0.43238 0.51618 -0.032656 
0.036771 0.0034155 -0.043684 -0.043684 0.0000 -0.0034978 EK [3] = -0.01021058 0.80964 0.088890 -0.075597 

0.0090578 0.0019017 -0.011395 -0.011395 0.0000 -0.00043584 EK [4] = -0.01021058 0.41713 0.29614 -0.030987 
0.0099539 -0.031252 0.020750 0.020750 0.0000 -0.00054837 EK [5] = -0.01021058 1.0672 -0.20694 -0.10404 
0.0090143 -0.0032474 -0.0061998 -0.0061998 0.0000 -0.00043299 EK [6] = +0.04413817 0.43238 0.51618 -0.032656 
0.036771 0.0034155 -0.043684 -0.043684 0.0000 -0.0034978 EK [7] = +0.00572710 0.80964 0.088890 -0.075597 

0.0090578 0.0019017 -0.011395 -0.011395 0.0000 -0.00043584  0.41713 0.29614 -0.030987 
0.0099539 -0.031252 0.020750 0.020750 0.0000 -0.00054837 1.0672 -0.20694 -0.010404 
0.0090143 -0.0032474 -0.0061998 -0.0061998 0.0000 -0.0004329 0.43238 0.51618 -0.032656 

 

Table 5. Compararative analysis of proposed multiplexer with prior reported works 

2: 1 MUX COM CA (μm2) TA (μm2) AU (%) #CU LAT (CL) #CRV 
Ref. [24] 17 0.005508 0.01 55.08 3 0.75 0 
Ref. [30] 15 0.00486 0.01 48.60 2 0.5 0 
Ref. [31] 17 0.005508 0.011664 47.22 3 0.75 0 
Ref. [32] 17 0.005508 0.02 27.54 2 0.5 0 
Ref. [33] 12 0.003888 0.01 38.88 1 0.25 0 
Ref. [34] 42 0.013608 0.04 34.02 4 1 0 
Ref. [35] 16 0.005184 0.01 51.84 2 0.5 0 
Ref. [36] 35 0.011340 0.04 28.35 4 1 0 
Ref. [37] 21 0.006804 0.01 64.04 3 0.75 3 
Ref. [38] 22 0.007128 0.03 23.76 3 0.75 0 
Ref. [39] 11 0.003564 0.01 35.64 1 0.25 0 
PM 17 0.009072 0.05 18.144 3 0.75 0 
2: 1 MUX #MG #NOT ADC QSC EA ED (meV) EDC 
Ref. [24] 3 1 0.005625 90 No NA NA 
Ref. [30] 3 1 0.0025 40 No NA NA 
Ref. [31] 3 1 0.00656 90 No NA NA 
Ref. [32] 3 1 0.005 40 No NA NA 
Ref. [33] 1 0 0.000625 1 No NA NA 
Ref. [34] 3 3 0.04 192 No NA NA 
Ref. [35] 2 1 0.0025 20 QCAPro 21.82 109 
Ref. [36] 3 1 0.04 160 No NA NA 
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Ref. [37] 3 1 0.005625 171 No NA NA 
Ref. [38] 2 1 0.016875 45 No NA NA 
Ref. [39] 1 0 0.000625 1 QCAPro 17.62 20 
PM 3 1 0.028125 90 QCAPro, QDE 48.39 1317 

*PM: Proposed multiplexer, COM: Complexity, CA: Cell area, TA: Total area, AU: Area usage, #CU: Number of clocks used, LAT (CL): Latency (in clock-cycle), 
#CRV: Number of crossovers used, #MV: Number of majority voters used, #NOT: Number of inverters used, ADC: Area-delay cost in μm2-(clock-cycle)2, QSC: 
QCA specific cost, EA: Energy analysis, ED: Energy loss at γ = 1.0EKin meV, EDC: energy-delay cost in meV2-(clock-cycle)2. 

Table 6. Comparative analysis of proposed demultiplexer with prior reported works 

1: 2 DeMUX COM CA (μm2) TA (μm2) AU (%) #CU LAT (CL) #CRV 
Ref. [35] 21 0.006804 0.03 34.02 2 0.5 0 
Ref. [43] 21 0.006804 0.01 68.04 2 0.5 0 
Ref. [44] 32 0.010368 0.02 51.84 3 0.75 1 
PD 24 0.007776 0.04 19.44 2 0.5 0 
1: 2 DeMUX #MG #NOT ADC QSC EA ED (meV) EDC 
Ref. [35] 2 1 0.0075 20 No NA NA 
Ref. [43] 2 1 0.0025 20 No NA NA 
Ref. [44] 2 1 0.01125 54 No NA NA 
PD 2 2 0.01 24 QCAPro, QDE 47.63 3.6298 

*PD: Proposed demultiplexer, COM: Complexity, CA: Cell area, TA: Total area, AU: Area usage, #CU: Number of clocks used, LAT (CL): Latency (in clock-
cycle), #CRV: Number of crossovers used, #MV: Number of majority voters used, #NOT: Number of inverters used, ADC: Area-delay cost in μm2-(clock-cycle)2, 
QSC: QCA specific cost, EA: Energy analysis, ED: Energy loss at γ = 1.0EK in meV, EDC: energy-delay cost in meV2-(clock-cycle)2. 
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